) Adsa

s A

2

dslaasitl cilwboslly dugiall Ao

Loy el

44

]
3
2014 4 (ISSN - 1561 - 0411) Jo¥) sl jdie Guabd) alaal) ‘i
! 3
il gisall 2
ﬂ!
A Dt golaiVI gy Ddaithl ol psbuall Lo 5l ol o
S
Sase> (8
L_S"\—" a)L..v
gl Gyl G eI s G pnall o B
Ol398)l O399
o3l ol e o Ty Sl A2 10l 3 bl slaze Wiy 3 lons
Sld> 5l

il s 5 LoV G20l Ol e Godast 3LVl godly LS o
oles g

Ol gl 3 IS sLa¥lslsl e G pall jons i T
s Bl

:0liS das i y0
n v o v
U A oYl by A Bl gl ol Y DA bgidl (e i

31180 |

Arab Planning Institute

Journal of Development and Economic Policies Vol.16-No.1 January 2014



NEYRVS ]
il g 3 oyl ary e ol Y1 3y logas &slas¥l clubudly ezl ULk, pleza¥l @
A9l g da B L)l
gl YL G iUy e ladly SN mils 5 @8,all 8 505 Ay &30 dlas 3305 @
Al A oy il bVl craselly il o oy ale Sl Gl @

1 pld | delgd

S9SN e pll ey I el S Sl ey Sl lly el s 1
jodep@api.org kw :del)

e ot 55 Iy o o 5 o o 0 (Rl g ) ) BN Sl g o1 Al 25 2
(AT s of wdms 3 ) Ao gl ale 2

LS s gl p g Iy gl poluall b s clmin 831 sl ooy okl il llly B1,5Y1 0553
sl e deplas wlarl My &pmdl 0585 OF bty lomins piall o p)lally oSl darl o 5 Y
)50 ) N1 ol il o sl 9o 8 55 -l g 4y ey (Double Spaced) jaw a5 e (Ad) iy 8.5x11
Sy Lo gy 39

AN mibos Gl 13 o e ¥lg 8ol 2l Ay OGN j 8 e lealld] 0554

e G 2BV i Al Il S 0580 s alS 100 8 Y Sl e Lasihe e Ll 35, 5
cobasdll Laasine oMo 3 el

L dly SWIs gl pByls Al U1 Olyie S5 e Uis 835 o ailsyy dhes Lz 4ol Sl 5 6
) NSO

sl o5 3Vl 5 G el Al o 05 lge g 2STo gy U 37

American Economic Review laod &g sl 2 oldl o 335315 LBV 525y Ol o 8
e el O5SS O wom s (http:/www.aeaweb.org/sample_references.pdf) o] J_”:S.m 9
RN AP IO

g5 o el 3 59 Ll mill Jid (3 2l sl b5 9

AoV palall e iy JSEYTg Jsladt 555510

- Microsoft Word ;b » e &gl 2511

] Gy e gl I iy Nl G M| 012

o B Al Ml oSl ey Sl fhly o gnisll padall o Soall Al 3 Slealidl IS it 13
PSRl S 3935 ] )38 ey Of eS8

Al cyo £liS 88l gn e Skl (55T oS UT B e s 53] oy cllomald ke 5 2ll el 14

s dell S Al s 2y e 50l ¥y deslS e s Al 3 Esyll LY e 15

4By oo Alias s e ] BLSNL B g)l 4 25 (N sl oy B gl 85501 L) Jou 516
.8 gall



LosLn 8% oolawliully dugisll dlso

CLgSTL dadadill s yall dgall (e jual

2014 by = Js¥l ol = pe uslldl Al

Oluwbewd ) g Aalld ) Lilads @igd Angiw ol AaSoue Alxe
A0 palt HUad¥) 8 AsalalBY

Ay LWt ) Al

VR W 7 S B N iy
PR\ - S iaas oDl o .1
) D 211 o3 oS
Ll aalil, e Sl aas] Hoadla

A gy J—Adg

t o] Gl p 1 Ao g

L_;La:ia}(l QL&\?MJU w‘ :\.lz-.a - ﬁf;:.!\ u,».:j)
Ll ;;'U"‘” Jgall
< 553113059 8lanall - 5834 L. o
(965) 24842935 .S — (965) 24843130 - 24844061 O 54l
jodep@api.org kw ‘}.}3}:_(]\“ &l



i 2l Q\iyb&\

8l  Alls s gl sail) 5 Agdaiil) ) jalall (L il olas)

Soses auld
7 th a_)\.u

A ) gl 3 agas ) Sland 5 ol yaa G A8
33 Ol sl o))

¢ ) alaBY) a5 3 0a0) gy cnanil) il e ) Do gl i gn ¢ Slaia”

53 35S saal



ddall Ao Ll

Aoaitl) Alad e Gald) alad) e 0oV aaal) ol g gy 0 Jadafll g yall agall

Lala®Y) Lliadll e dae <l ol dding 31 o) Ausad 2axl) 138 Cracad s cApalas V) ciluludl

I aaY daa e ) ALl cApalaiY) Al s AaSsally cdin el sl Ve 4
Ldaalaiy)

Gn Lo Ll olaily ol sie cand gan Bolus g san anlil dday 3y 5 aaall Jgiul g

e Aanl ST W Gl oS 55 paie o) Led st 31 3l Al 2 sl sl 5 daiil] <) yalial)

250 1225V 8 5 5 sy Apem g ¢ gabaBY) gaill o 5l Lal e dpkiil) el jalall e

33l laadlly ~ BN die g ni e Jaall s L) aes 4kl @l jalall @l Y
kil el jalall sal ) Caags ¢ Awaliall 5 )l

@ e Slands Gipal) e A1 Glsien caad caela Ll A5 4 ) L]
a3l da L)) @bkl ol ) caald s ool o) el Al s sadl
sk 3o (5l o pae ] @AY I Gy Cun (g sand) Gaudl o it o o il
oY) land s Gopeall aa G JaY)

Sla Akl 5 Sl Jilas i b Jalallalaie V) 555 lailly o) sie can 5 2306 8 511 b
4 sV ALl sl Y pas e L) SSeed) Blaill JMA e 2las 3 ) gal Jae e aill) ol e
BV 038 galaBY) JalSill ldle (e 3l Aslull) chUsalall o 4l diEy)

t ool saill 5 A gally () gie caad Cela 5 dul 1 38, ) 33 le gi ciin g
Bigosen Y ) dalas &) Jg0 alee of «biil Jladiy Tass¥) 380 Gl e Guls
DY) sl ¢ Sl salu 3 3a8 5 aludll G s (asd] dpadaiil) GLIVI A 5 Ao 3 Gead]
o 8005 5 RS sall 3 el G &y 58 280 Alia o) Al ) iy Gan ¢ galaBY 5 il
LJAal) e l)

& S alamY) elal e Gopuall e colin i o) gimy el )5 dusalald) &6 11 L
V) LY e dude HETA 1S Gyl e b bl o Csane allle (o 38 ) sud
Aeall jaind) (mdail] Qs e Jaall 5 5 s bua s ¢ alaB¥) gaill 5 5 olall () 5005 5L
Lagka )

sasill LYl :all Lo giadly QST ) oS00 daal Ly 18 dan) e 22al) 13 e o) il
QU 1an Ham ua ¢Sl Cisa adl sl Il aLaBY) asin s csoal) 315 (A Y]
e L) Jal sal) 4 50 A 5laay 2l 5 <2008 ale Adlad) AU 4e 3V 2y

ool Ly



31-7 (2014) - Jo¥1 sckat) - e (udbudt Aot (A3 LaiBYW I Ol bead | g Acaiiit) Ao
dadasilf 9 palf gall

2 Al ($aLaiB¥ | gaill g Ada2itt O yalaalt (na Lo Ll olans
" Gase uld
é‘..\q-a;hu

oale

sl OMA i 5all Al ga & ol V) saill e dpkaiil) ol jolall 81 a8 ) A yal) sda Caags
U ) e IS8 Juld z3 el i 8 celld Ghaily 22009 i ) 1980 A (se sl
C_I\JJLAH ‘);uﬁ\:q :g;h o).uﬂa C_:\‘);uﬁm Z\MJ\} t}h ‘)zuims sédh.aiﬂ\}“ _}A—\“ Siaa ‘(GDP) L?JA.H
¢«(KS) JUI (uly o815 aia s «(NOILEXP) dudaiill je &l jaliall suaia 5 « (OILEXP) ddadil)
¢ 5alaB¥) saill e Akaiill ) palall 8 Jlat b s sy Al V) 3 LS L (LAB) Jaall i 5
s ¥ zali_lly Lilein Yy 2009 ) 1980 5l JMa dulall iliars Jidai & I, Y) cilias
E-VIEWS _ilas ¥l zali il leinVl 5lasiV) Jilas & 450 48 Ll cdiss y «XL-STAT 10
D3 oladl aladinly paste IS Aaldl) duie 31 Juslud) (Stationarity) 4o i) passy iy <7
Sl @ sl JelSill sl e JS Dlain Yl 5 ) al) cls 5 5 5 . (Unit Root Test) sas i)
«(Error Correction Mechanism) Usill musai o 35K 5 (Cointegration Test) ¢z 3 saill
saill e il Aal (e Adaiil) Gl alall ke (e peal ST sing JUV Gul ) oS1 iie ol I
Aea) e )% Y Jaally adaiill s il palall (e SIS ol Lagf il iy WS ¢ salas V)
By duhalls s JSa i5al) b alaBY) el e il Gl plasle Y 8 ey o lall mli)
6&; de\j <Ol ps ‘:5533\1:5.\” &l alall L“_I\J\‘»;Y il e\d&:\uY\ B g pia Al Al L\m)\
.C;IE_,);J.\ C‘)\; C.\\)JL‘:”:\A;Q E) g_q.\.@_a ¢2\:\uﬂbﬂ\ C.\\)AA“::JL))_’ L:ILQ.\A“_’ Ctu:}” :\:\;_5.1 Ol
3olaal) ¢ J s sl 5 yamall Ay yall Jsal) dalaia Aadaiill ) jalaall ¢ oalaV) galll thoabial) <)

celpalall 38 5 el jalall s Al (i )

'The Trend of Impact of Oil Exports on Economic Growth :The Case of Algeria

Qasem Hamouri

Sarah Jedi
Abstract

The Trend of impact of oil exports on economic growth: the case Algeria, An Empirical Stud
from 1980 to 2009. This study aims to assess the impact of oil exports on economic growtl)ql
in Algeria during the period from 1980 until 2009. To achieve this, an econometric model
was estimated, starting with an ordinary production function, then adding the variable of
exports, that consists of gross domestic product (GDP) which stands as a representative of
the economic growth an§ is a dependent variable as well as other four independent variables
which are : oil exports (OILEXP), non-oil exports (NOILEXP), variable capital stock
(KS), and labor (LAB). Further more, two methods have been sued in the analyzing of the
impact of oil exports on economic growth : the first is an analysis of data from 1980 to 2009
using XL-STAT 10, and the second method is regression analysis using E-VIEWS 7 by
examining the stationarity of time series for each variable using the unit root test. The result
when we used the cointegration of the model’s variables and Error Correction Mechanism
(ECM) show that the capital stock variable is more important than the oil export one in
terms of influencing the economic growth. Besides that, the results show that both the non-
oil exports and work do not affect the GDP and therefore have no influence upon the
economic growth in Algeria during the period of the study. The study recommended the
need for rational use of oil export revenues to support investment, and work to improve the
quality of production and services and increase competitiveness, in order to raise the value
of exports outside hydrocarbons.
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sl s oallal) s & i JS 5 )08 (e dal elac Y 4l )

Sl el 5 ¢ Gkl ¢ Jila gl de sana (Data Analysis) cilaal) Jilad iay

O OSa @lia 51 (il it sans e Glaiy Ledie 33 Al GllaaSl) Caay e aels

DY) Glaiy Ledie 48 ylall o3 Gakai cdale ddumyy . Alme 5oal & slide didgs (e C0ESS

i) s T i) sl iy Cumy () piia ¢ laalia) Aabaliia 40 ildana J 5an

& 52l saill Aallal U 2 ) 38 5 ¢ olaall Jlail (5 5k e Gllin g . e coldaal) 03]

cdal) b L Gl e LY Al U U Jilas 48y 5l 2009-1980 dusl all 520
s lel) ) HaiYl gl sil) J saa

Al al) ¢ suim sa il Aalal) s gl) S 1 (1) Jsanl) il B s
Jaal) L gie dad LY 50 5Ll 680.6 daill Jidi s 2 Aaa V) Gua e Clias S cdus g
e A SH) Al 5l 50 JBIA Lo sie el Jia a5 (@) siadl) a) V) (S Jlea ) sl
sed AV ALl unall Ll el g 5ol ) ail) maes auiay aaill 1aa ()Y anda 38 5 c45 30
s sie da 32l () andall (e 531 5 i) 5 8 a1 piay 1) Adaiill ) jaliall e
el yaball (g g il 1ag) Jasill 5 yauall Ay sal) (lald) Led 5 31 5 S0 AU s Adle
OS5 A Ay g JU (sl ) o815 4l &5 cAllaa ¥ L) alia Anle ) 5 58 W) oa <A Cua
02 Loy el 1l LtV e Jilgl) oSU dais ld 5 ¢ Adasil] ) jaliall o gil & 5lase
Ay gaiil] alaladl) el Cpann daall) el siad) B (L)

(0¥ 52 ) &y luadl 2l aiV 5 ol ) Jyan 2(1) (8 sl

Variable Mean Std . deviation
GDP 680.6 230.7
OILEXP 165.8 99.3
NOILEXP 99.8 66.8
KS 164.8 80.9

XL-STAT 2012 geabiyn ki Yl sl slae) (e 1 Haual)
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i) sl i) el o WY o
(Al i YU U ey Jals Y1 &6 hama SLad) ()

i) @l sl 5 o) sl o s Y1 2(2) s Jsaall

Variables gdp
GDP 1
KS 0962
LAB -0¢167
OILEXP 0¢593
NOILEXP 0:218

galion Al VU cialllalae) e Haal)
XL-STAT 2012

e 55y bl Ty Jlaa¥) sl @) 0 (2) i) Jsaadl JSA e i
oo Ji1 Ay 5 €9659.3 Ay Adaiil) il aliall el €9696.2 Aty JU) Ll o815 i
£ 9616 dpnsiy Jaall yaia o Ll Jai s LS %6218 Aoty Aidail] e ol aleall

:(Inertness) 2 saall caud 5 (Eigenvalues) 45130 sl o

A1) ol £(3) iy Jpan

F1 F2 F3 F4
Eigen value 2.507 1.202 0.278 0.013
Variability(%) 62.663 | 41.100 | 5.984 0.542
Cumulative(%) | 52.120 | 93.220 | 99.678 | 100.000

XL-STAT 2012 galiyn &laia¥h ciall) alae] (e 1 y2al)

AW L)) i o)) S 2 285 ISl 7 a8y Jsanl) OIS (e

3 genll Aed 50%52.12 Jia J5Y) Ll AU Sl (F1) JY) Jlalal) 5 all -

(e 293220 0V sal) i g sanll (85 . %41.100 Jias (F2) S sall L] ¢ <)

cs AN sl s o sad) cpda Slae V) cpe 33N (K @l g ¢ SIS sanl)
Y elad) lahaall Jiai el o)ldany LegdY
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]

- S0 3 sanll b Alieal) Lgiaalud | ks \gie 18311 25388 (F4) ¢ (F3) <olS all gl -

Al ) 2(1) & J<a

Scree plot
3 oo
- = =
e —E o Z
w - 60 =
2 15 =
w1 g
“ooos 20 g
2
[+ o =
FL F4 E
aKis =
XL-STAT 2012 gabin LilaiuVh sl slae] (e 1yl
3L Holodt Lle Gdad) O
F1¢ F2 cpsal) e el ) caldlaa) g JW) Jsasl)
<l il Gliilaa) 1(4) W Jsaall

F1 F2

GDP 0.898 —-0.557

OILEXP 0.921 -0.251

NOILEXP 0.811 0.444
KS 0.751 -0¢717
LAB 0.338 0.859

XL-STAT 2012 geali o Alains Y cpialill dlae] (g 1 yaual)

tob b oSl F1 U5V ) saall dosilly @

« LAB<GDP« OILEXP«:(e JS (s din 50 ay Aliee ol puail] alame gl -
Ao Sy M1 5 ¢y 9ad) 138 (g dgall i 3 W3S 5a8 iny Lo «NOILEXP« KS

S 3 saall (e 9%62.66
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oo 5V e gand) i ¢ pal) 138 aa Lol ;W15 58 G (e i pane O aall] (K -
sl palally cidaaill aljalally «JW Gy K1 e Jal) mlil) Jlaa)
o) A5 Ao pand) ami Laiy L lis g b8 Wbl sad) iy Jasi 5 o dulaidl
Al 58 IMA el 55 sV padly L s sa L Wals ) Lasi ) (53
.2009-1980

tsb e Jaadl F2 Sl ) saall dpilly @

sl i Lo e OBl @iy say ¢ JSI 3 sanll e %41.10%05 5 all 13a Jia -
a8 daa V1l Al) LS ) G e iy 43S0 < J Y

13 pa limin Ul ) il e 51 pad) e b sf Wals ) e ) ) el il -
LS sal) aa (o il a5l o pelal ) 0l ol jal) (S dlld g o sl
ol aa] 4ghaaly i Wle Wals ) sall 13a ae dbaiill il alall uiie Loy -
o bt el ) Jaall paie Jasi ) o5V sall 4 ade cuilS WISA 5 « ——0.251
.0.859 & caias callaaly 5 sall 13

Al el o
sl ) sl sl aad) 5 L) Sl m

ol e dulall g g el puall callalin) g 3 JB) JSEN JSE
b Loz il o F1-F2
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S oylu
F1-F2 dul ) ol il and) 30 ilall Jisaill 2(2) o8 J<a)
Wariables (amxes F1 and F2: 93.22 S4%)

XL-STAT 2012 el ya &leia ¥ gyiialill slae] ot juall

Lol LS L Ll )W sl e lalana a s e S Al ) piil) e o -

i olai Y] 3 LS
S A &l gl e Al @ puil) Gy G i i) sae Ji F2 sl -
Gua e JKEN & Y AU Jial Jaall o Alaadle (e bl L 558
353 JMa ol 3 paal) Jsall ¢ gana (& b il 2l 35 e Jdo e ) skl
) 5 A Leiadll A alld (1S Ly 5 ¢ Adaiil] e ) jalially ¢ srie )
Ol gid) b dala Jp il 5yl Ay sl Jsall Gl e 5 AN e 4y cylas
)yl dple] Jias i) ddasil] cl jalall o Taadl 5 L4l all 55 (e 5 3 Y)
oo oS0 Ll e Jlaa ) Jal) il de pie AW AU & coela olald] oda
Al b ela a8 lall) oda b Apdaiil] ) jalial) Jidlae Gasla e Ll J sal) JU
1 5 5omis of (e ) i) alaal ) a5 13 5 skl Cum a8 V)

) sl iy Aag Sl puall e Gk 48l 3] calaill ) sae Ji F1 Hsall o
& ALl Al ) s J8Y) B e ¢ Aaail) @l jalally JUD el oS5 e ARl
Cun Ll Y1 A henay dualal) ALl i) aeny L 1aa 5 . Jaal) g Apdaiil) pu2 ) jaliall
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cal) U sl 3585 Llay) Adasill @l jalall s JUI (ul ) oS80 el el cadas )
A Y] 2l iy ol ¥ adals )l (e a2 Ml Al dpladill e @l jalaall jxie (uSe e
e @l alaall el Gaaca e Jila 138y ¢ 5 AY) il sl &L s Wals ) sy
¢l i) e Ll Jag ) 2 Jaal) i Ll L all) pail) & Gaaas ) ol il Ayl

(2) A Sla) ISl 8 Lyl sl 5 sla Lo laa g

() siad) Ausl all 2l 8Y aad) SN 5Ll Jital)

Dsall e dulall ¢ gimsa (<l siad)) a1 AY) cillalin) o ) J) J<E) OSA o
b ez i) e F1-F2

F1-F2 dul 520 @l il sadl L Ll Qi) 2(3) 5 Jall

Chservations (axes F1 and F2: 93 .22 %)
e
- e - - .-___‘:.

=
—
=

=

-=

5 = = = 1 + = 3
F1(52.12 2%)

XL-STAT 2012 galisn &ilainVh gdia ) dlae) e 1 yaal)

lead <l sinadl <ilS 3) (1986-1980) sV de sand) 1l sind) (e chle sana O (4 4S5 -
@ Y Al G baelas L A8 e ¢(Rudlall S e 2adl) sam & sl Aliae
J sl 5 anal) s sal) Jpall danily &l gind) 038 ey ¢lead 55891 Al ) de sand

s cilS Apalaiy) ol il ol

ki s A6 ey lgd <l i) Jid W sda g (2003 —1987) Aslill de sand) -
Caanay ) giaad) 0 2l A1 LD Ly aad 5 1an cAndlall 3 5a e Linle] o
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S 0yl
3 ) sar (83 o) Ledals HY ) e dpalaiy) cul i) 5 sans ‘;\tdb.} Lé.‘dbtau;\ alads)
Lagkaail) &l jalall

13y ¢s ) ada < sind auadl Jiall ety Cus (2009 ~2004) ZE e panll -
g i) oo J gl 8l Ay pal) J5all L se Al Adla) saill Gl gie e o
el s Lindel an s 1y o Jsall edn ol ) gl JWLy L) e
U1 e sana Ll 13 sgall ) 28Lin) ¢ ol o3 bl LY Ay paitl
ol gind) o3 I i) el jaleal) g Uy sk

sl Sl l uiia 5 () giaadl) 21 3Y and) G L) Jeail)

(<) siaadl)al 8V 5 @l il e IS clblin) cpn @Al JW) JSE YA (e
tob bz i) i€y F1-F2 ) sal) e dul 5ol ¢ guin s

F1-F2 ) 520 b il sad) L Ll Qi) 2(4) 5 Jall

Biplot(axesF1 andF2: 93.22 %)
. 2008 :
- 2008 ° . 1
{ 0
=2
1 °°
-
2 =
o~
(T
-3
-4
5 4 3 2 1 0 1 2 3
F1(52.12 %)

XL-STAT 2012 zali sa &ileiaV gyiialill lae] ot el

s sl i) (e IS ST adas e <(1986-1980) il sinsd) (e I 5V e seadl O
il ol dals s 5l o3a JM& 1S Ll e )l Hlein ) Sle Jia laa s . LiuY)
il Al caill p kil
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Caai ol e il lansd g oy gans 1) o i) 6T ¢(1999-1987) 45l de gaall ©
S S S dala il

Ge Sy Wl ) s g8l cilS 88 (2009-2000) e sl ol sindl (e &8 de gaall W o
Apkail) ) paliall o)yl 6 ) e Qo Taa 5 cddaiil) pu2 <l jalial) 5 4dasil] &l yaliall
Sl palall Gl giee < je WS Lz Y 2l 5l Lkl Hland plis )Y A s il oda J3MA
o i) g Ay el ) Ll o) ) 5 ) A V) A 5] o2 1) st Adail) e
Gl alall 35 e e & sSe A gall Al Sae dlel ) Lpadana &l a) s dald <) alall

M) il adey 8 5 jall Hlas¥) ol ey Jas 3 ) Adaidl]

)zl e Gle gana EME 3 g o W i A Hall ) pate el )W s JMA (e @
Al y 5V e sanl) ¢ (Jall il Jlea) gl sl Ll )V s ) Cus (g Al
¢ al) il Jlea) wa by i Uals ) cidags ) ¢ Aladil) ) jaliall s JUI (ul ) o815 g iie b
Sl ) Jleals Sias galaVl paill e laia figus oo i) cpda 4 el o &
Gua ol s aal) Ay jal) Jall Al el 5o & Ldlaie yiad Aagiil] oda L Jlea )
o) sus dnhaiil) ) jaliall @la) ) e ady aaiad Jsall s3a cilalas) ol Cag el (he 4l
L )liia 5 iy Lainsl s & )51 o alasin) Jal e 51 Sl @dgiay) dal o

4 saiil]

Al Wle G WS o)y oAhaiil) e @l jalall paie e (5 giad 4301 de ganl)
cAdaiil) ) jalall s QW ul )y 815 e Jil Aty 015 Jad) ill] Jlaaly Llay) Jasi e
Jal oo Ll 3 U5l s anall Ay el Jsall iy 01 sead) e a1l il e Ja Ve
saill e 5l Capa 13 L 5l W13 1Y) el all 2 sl jalall g e g
colallloda & galaBy)

Lo ya 43l ol 5 YV Al 5o JA (g G s ¢ Janll ypiia anaié iU de gan) Lo

Jlsa lial ) wa L leie say L Jaa g Ayl 5 J0a Jall ] Jles) ae Ul

a5 als ) T cQleal) damy iy 8 L 13) Jaadl A 5] s ) QU3 3 gmy 285 2 )

Slibie e ST Al aan € En cAaiil) Al 4bas e albaay L) Akl

lae 0 5Shu 83 4ali) ¢ 53 e (il ) (B30l 3l o2g8 JUWL 5 ¢ caaally B Jorll)
c s laBY) palll e Ad ey el il Jlea) e
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(Regression Analysis) yiasst Juss .2

el all Ol i Lol V) o 8 Aalu V) LS U A8y yla 5538 (g a2 Il
ok L e JIL 5 ey 5ol 5 oallall o & el el 81 Aul ) 4818y an \GTY)
alaie] & Gua 5laniV Jilat gie sa 5 Al Al ¢ gamga 5o 3l Julail) e AT gl s salll
{(*) sl

GDP'= B+ B, OILEXP* + B,NOILEXP+ B,KS*+ B,LAB™+¢,

T PWT i (g 9, 1P - WY\ 0wy~ { > WP Y

Jaall y cdphaiil) ol jalall s o Jdall il Jaa) ce JSs dalal) die 31 Judld) o) s
sl el jalall 5 e e IS dalall die 31 Judladl Gl ¢ (s siud) die 5 i
(1) g sole e JWL 5L Y1 G e 5 e JW Gl o) 58

ADF
Level e I*difference
<) sl (InI;eervceel 9 (Trend and I(Ii{gfzzntc)e (Trend and
P Intercept p Intercept)
GDP* 321%,—+ 3207,
OILEXP* -4.757* -4.907*
NOILEXP* -2.051 -2.677 —-3.6475x -3.8875x
KS* 699, - -1.847 5418x.-3. —3.4156x
LAB* —6.888" —7.047"

*denotes rejection of the hypothesis at the 0.05 level.

Al &Y AL @lsie g @ jide JalS5 3 sa 5 aslSe) L) 3 Y ssle

OSay Vs aa 55 (S0 (1987 ¢ ailsa 5 dail) W G i 1)) jiia VL LIS b S

T Js ) (3l i A5} il i e Ayl gl pie ad ) o il JalSH) aa) 55 Lesh
.(Campbell et Perron« 1991) 5V e J 5 Gl sie o i (i 3 sa s

@l yalall g e (30 NS o Wan Y oyl Ail) bl &y ) i) w306 JYA G g
JalSs 0 pa 5 Sla) oS JWL s V) LAl sie e e JUI Gul ) o815 5 Adaill) e
LA Hal) @) pata o & b
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Cointegration Tests <t iats Jalsat Oyl .3

IS ey Cua s ind) e A 3 el Jidas e ol jial) JalSall 4 las 3€ 53

e ¢ (IN(0)) sl aaiy i e ad 63 4051&) ) Engel and Grenger (1987)

ASL) e die 3 QoD ol ¢ a3 ad 65 oKal 13) 5 cASLU) e dia 31 Judid)

5 ssa pladin) (Ko JUL 5 ¢ (Cointegrated) Lewds 4 1) (e AlalSia Hiiad Alal) 520

123 85a) 038 Cia 58 5 < (spurious) )3 Hlasi¥hiaa ¢ 5 o (50 lasiV) g el
camdl sl 43 ) Al

A ) ) e i) 5 ¢ L) lasi¥) 23 gad iy
GDP™= 0.0267+ 0.1803 OILEXP*+ 0.0778 NOILEXP**+ 0.3202KS™+ 0.0002LAB"
t-stat (1.2905)  (2.6691)’ (1.4375) (2.4710)°  (0.0009)
R-squared=0.5925 ; Adjusted R-squared=0.5269 ; S.E. of regression=0.0877
Sum squared resid=0.1769 ; Durbin-Watson stat=1.9414 ; F-statistic=3.715708"

" indicate rejection of Null Hypothesis (signification).
sl DAl Hlas) el a) &5 ¢(residuals) Llaady) g e J gaall am

Kwiatowski-Phillips— sa) J) LYl ¢ PPy ADF :oiladl o lia ) alasiul,
: il Jsaal) i dil) i) e iass s Schmidt and Shin« (1992)

Trend and Trend and Trend and
Intercept Intercept Intercept Intercept Intercept Intercept

0.1089%  [0.1103*  |-4.6916% |-4.8614% |“+2047" | 48923+ |T.statistique

Acceptation |Acceptation|Rejection |Rejection |Rejection |Rejection |Null Hypothesis

CI(0) CI(0) CI(0) CI(0) CI(0) CI(0)  |Decision

DV (8ol & gas Sl 5 5aal) @l laa) 1(22) 68 Jsasl)
* indicate rejection of Null Hypothesis (signification)
Eviews 7.1 zalin &lain Vb odiall) alae) e 1yl
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G o)l

unit root tests 4 gas sl ) s3all @l Hlad) &l ey 3 oSel J gaall 2S5

5l Jall bl o @ jide JalS5 3 sa s e KPSS 5 PP 5 ADF il sladiul

SWiuY) s (NOILEXP dukaiil) e <l yaleall 5 ¢ OTLEXP duaiil) il yalall (5 45la0as
. LABJaxl) s KS

A5 o i) g) Ll 5o 58 sie Uadl) moms 23 5 e s Do s o s

@ e 8 aals e 5 o ga s g 1S5 cAulall g s g sl ) i)

c i) ) Jlaa) g o0V Tt ot 0K Lt Ja V1 AL 5k 45 5) 55 480ke 3 5a

73 sad aladinly Jaall y cdadil) e el pabiall s« JW Gl o555 cAdaiil] el yaliall
Y G ladl)

DU il Ul st 23 gad iy 0l il o2 T ()] Comy il iy 34
oS) 5 5 il ) yalial) b AR ailadaa s Jla Y1 Jad) il e Ja V1AL sl o5y
el g cinhail) e @l alall s JUI Ll

(ECM Estimation) sy gisual z3ges sauai .4

Al ok A ) 55 480e 3 pa 5 AlSa) gl 520 e e Uadl) s 23 50 5 sgie
238 3 pa s g i My dilane ) b ol uiall 310 dedl) Lells § 23aSs sl
bl sl 32l 2 ey ¢ @aam o] ol e 4l Y) o (ashal) sl B) A 5) sall dlal)
i e alhy odi )l and o Ailide Led (Ruha) g e ol uill) Jla)
JS sie o pa Y cpiadl) Gm G s Equilibrium error @, 3l sl asy 5 Uil
z3sad ahatinly ¢ Jyshall cal) & J8Y) e aia s 3a 5 Uadll 1an pmmaat 255 L Aie 55
Sl s o) il o S e cpe i s a1 38 G iy L dl) s
:(Régis Bourbonnais ¢2005) L LS ¢4l saaal) s judl)
oaxdl) o ) gal) e d8de L;i :(long-run relationship) sal) il sla &l =
5l ) paiia i) (6 sina (peLies BEMMaY) 038l 5 5 ] il il 5 ol
RN PRSI PN * s :(short-run relationship) sal) s juai ZéMe =
5 JS (8 e Lad <l ppadl) YA (e A8Mal) 028 (uli 5 cailoana g mldll o yedas

Jigia )

-
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A5 Ga iaill ) cliiul o 858 sie Uadl) maaal 23 sai el pa) Loy 5 o Ly
@)l b aaly & i JalS 3 ga g e 1S5 cAulall g gin el i) 4 ) il
¢l U ea) ey o)1) Und moma Sy Lt Ja V)AL sl &5 5) 55 &8dle 5 5a
z3sad aladinly Jaall y cAdaiil) e il pabially ¢ JW Gl o) 555 cApdaiil] el yaliall
t SV g Uadl) s
il adail i (5 sTadll &yl alasiuly Uadl) sl 73 gai i il 1(25) iy J saall
(Engel-Granger two step method)

AInC, Dependant variable:
p. value t-statistic Parameters Explanatory variables
0.3598 0.309386 0.00778 Constant
0.0215 2.467286 0.18791 OILEXP
0.1483 1.498786 0.06942 NOILEXP
0.0002 2.232812 0.36926 KS
0.5993 0.0009 0.0002 LAB
0.9218 0.09971 -0.02155 ECT |
R*:0.6304; R?:0.6180 ; SE: 0.0851 ; SSR: 0.1740 ;
F — stat: 3.642863 ; Prob (F—stat):0.E12 ; DW: 1.850361

E-Views 7.1 zali_n Je laldie) Gfia Ul alae) (e 1ol

IR e elld 5 ¢ ale J< ilan) =3 saill Aadlu odlel J saal) il JDA (e pruaty
U GDP & Jualall i) (10 963.04 o cn @3 R2=0.6304 2253 Jalas dad s
Gleal ool i ol ATl jaie U8 (e i 563 %36.96 G3WI Ll caslaana & il e
Ay gan 5l Alan WV 4y siad) Hlad) ST ad Alias V)& giadl GIOWAD Gady lad g+ 3 sal)
Slein ) dgdadil) @) alaall cpliaad) oyl o 5 cWilaas) Jla e culil) o Student 2
Ol Ll il il e Sl G eas o JS Glagas beg] ol cdially ol Sasi
@ Olaaliy ¥ lagd JUIL, 2y 5ially o) el D8 Jaall s 4daiil] 2 @l jalall ML)
Ayl 4y gial) e o 53 ST 38 Fisher J 400 4 siall laal Ll c il il e sl
JNA (e Asll) JSLaL ) s il iy WS L i) = 55 b deaine Aliid| ol il
olss ,lasls «Durbin J (errors autocorrelation) sUaaSu SN LY sl
O Y sandl aiy L taa s JSLEL o3a (g Llai JI& £ 35adl) ()] « ARCH J sllaaY)
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S oylu
¢baSu 1Al Lals ;S0 DW el 1(26) sy Jsasl)
D2 DI

1.93 1.00 DW

DW=1.85

Rejection Null Hypothesis

E-Views 7.1 malin e lalaie) cpiali) slac) a1 aal)
@bl Gulaid ARCH lis) 1(27) a5 Jsaall
ARCH Test:

F-statistic 1.162904 Probability 0.291159
Obs'R-squared 1.200112 Probability 0.273299

E-Views 7.1 malin e alaie] giall) alae) (a1 )aal

Olia gt g g L + Laat

el Ay kil el jalall S Al )l L) caald 31 i) o
Sty L Lgbolas) & 4hal) ol jalall e o 52T blal 3lal) 4 s Ll ol laslaiel
il alall i 31 dalgd) L) VA (e Ghaiill e @l jalaall H) A1 gasie Jlaa)
Cun e ooal ga e Jal) @) el e o lolall Jla ¥ dually 4kl
Lo o dall bl Jlaa) (e %405 ¢l jalall Jlaal 00 %98 a5l 3all & cilie

(2006 ¢ 5 51 3al) 5 3 @l 2006 ale A sall A sand) 43 3400 (00 %60 G 2

am dald ceeil) ) A3 3ad) alaad¥) @l il cdel 3o pe A al) iy

elisy @Ua] GllXS 5 2003 11 2001 (e saiall 3 il salai¥) (Elai¥) el s 33U
@)y sk LalaBY) daall @) yi5e dple] @ yehl Gus 2005-2009 555l saill acal
chaa AN L sl s ¢ el il sl Gl e ali o581 <l i) Gy s aa
@ %10.2 ) 2001 & %17 s (e o ¢ sale laa i cin 31 Allad) 3 Vana
e a1l llalia V) Jlea) &y 3) ¢ o guall Jalial b € (puead Qi 23 LS <2009
Al (e @l s 3 e ST Jalay Lo sl 5Y 50 Uk 157 2010 ale dles 4 ia YY) il
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A el abaBY) Ll )l sae e 320 DY 5l =l ) 255 Allall oda (8 L claaall
£ 1)) pa 5y oSOl gl l ) gt & cpuanil) 13yl 330100 ¢ gl lens] by
aall) pall el sid) & i)l

Clalad LY aen & Akl el jalall @bl Y ad ) a1asiuY) 5 a1
sall o Slel Slstne Gt 5 e bkl Lsail) molal) Giss dal e
 s3lait Y]

an gl cdamlll a ) e amy A AW i) &) ala Je yi) jal) alaie) Juls L2
e taa 5 Llaa s sl A8Lall ) ga s alad) o) gl alasind e 35 5 le lin Aals) s
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The relationship between Stock Prices and Exchange Rates:
Evidence from Saudi Market

Fawzan Al-Fawzan
Abstract

This paper aims to detect the possibility of a relationship between exchange rates and stock
prices in general and the stock prices of the industrial sector and the banking sector in
the Saudi market. The study uses two exchange rate Of dollar. The U S. dollar against the
euro and U.S. weighted average dollar exchange rate.The selection of the U.S. dollar due to
the fact that the Saudi riyal is fixed against the U.S. dollar. The study used a cointegration
and causality tests. cointegration Testing results showed the absence of any long-term
relationship between exchange rateand any of the studiedstocks prices. The causality tests
showed conflicting result. Thus, the conclusion is that no relationship of any kind between
stock prices and exchange rate in the Saudi market.
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Trade and Interdependence in Lebanon:
An Interregional Input-Output Perspective

Eduardo Haddad"

Abstract

The main goal of this paper is to present the recent developments in the construction of
an interregional input-output matrix for Lebanon (IIOM-LIBAN), in the context of the
development of an interregional computable general equilibrium (ICGE) model for the
country — “The ARZ Project”. The understanding of the functioning of the Lebanese
regional economies within an integrated system is one of the main goals of the ARZ Project.
By exploring different methods of comparative structure analysis, it is hoped that this initial
exercise will benefit from the complementarity among them, resulting in a better appreciation
of the full dimensions of differences and similarities that exist among the governorates in
Lebanon. The analysis suggests that there are some important differences in the internal
structure of the regional economies in Lebanon and the external interactions among their
different agents.
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1. Introduction

This paper reports on the recent developments in the construction of an
interregional input-output model for Lebanon (IIOM-LIBAN).C” As part of a project
that developed an interregional computable general equilibrium (ICGE) model for the
country — “The ARZ Project” — a fully specified interregional input-output database
was developed under conditions of limited information. Such database is needed for the
calibration of the ICGE model. This project is part of an initiative involving researchers
from the Regional and Urban Economics Lab at the University of Sao Paulo (NEREUS).

As claimed by Hulu and Hewings (1993, p. 135), analysts attempting to build
regional models in developing countries are often confronted by the received wisdom
that suggests that the task should be abandoned before it is initiated on two grounds.
First, it is claimed that there is little interest in spatial development planning and spatial
development issues in general, especially for small size countries.‘”” Secondly, the quality
and quantity of data are such that the end product is likely to be of dubious value.

This wisdom is partially challenged in this paper. The National Physical Plan
of the Lebanese Territory (NPMPLT, 2005) reveals the interest by policymakers on
regional issues in Lebanon. It defined the principles of developments for various regions
as well as the basics of the usage of territory for all areas in the country. It also proposed
facilities and sites of planned activities, specifying their objectives, dimensions and
locations (NPMPLT, 2005, Introduction, p. 1). Though small, the Lebanese economy
is not homogenous internally, presenting variations across sectors and regions. Thus,
it is expected that the economic impact of economic policies will vary across different
governorates (mohaafazaat). In the context of renewed attention to the spatial aspects
of economic development, both from a theoretical perspective (Fujita and Krugman,
2004) and from a policy perspective (World Bank, 2009), there is a growing need for
economic and socioeconomic models for bringing new insights into the process of
regional planning in the country.

Regular publication of the Lebanon’s national accounts since 2002 - starting
with 1997 estimates (NEA, 2010) has also provided important inputs for models of the
Lebanese economy.® To our knowledge, pioneering attempts to model the Lebanese
economy are mostly related to accounting-based macro modeling frameworks (e.g. the
RMSM-X model used by the World Bank), or national input-output and CGE models
(Dessus and Ghaleb, 2006; Berthélemy et al, 2007; Hamade et al., 201 1). Given the
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challenge of economic development the country faces, simulation exercises are often
trying to assess macro and sectoral impacts of competition policies in Lebanon. Using
different sorts of national general equilibrium models, it has been shown that Lebanon
would largely benefit from the reduction of anti-competitive practices (Dessus and
Ghaleb, 2006}; that additional GDP growth could be gained through public expenditure,
greater domestic competition, and tax harmonization (Berthélemy et al., 2007); and
that reductions in domestic trade margins in agricultural commodities are important
mechanisms to tackle major agricultural problems Lebanon faces associated with its
inefficient marketing channels (Hamade et al., 2011).

Thereare other government initiatives in Lebanon to promote competition whose
ex ante impacts need to be properly assessed. Both non-spatial (e.g. trade liberalization,
TFP-enhancing policies, sectoral policies) and place-based policies (e.g. investments in
infrastructure) are expected to have differential regional impacts, as economic structures
of regions vary, and the role of infrastructure and of business and community leaders
also vary from region to region. There may also exist important trade-offs between
efficiency and regional equity. Understanding the nature of these trade-offs requires to
take into account the key linkages between regions using appropriate policy tools. In a
context where the public administrations experience a stronger and stronger demand on
social policy and security, and where budgets tend to be tightened or even scaled back,
the economic evaluation - and optimization - of policy actions becomes a recurrent
requirement.*

We do recognize that, at this stage, there are still data limitations. But do we wait
until the data have improved sufficiently, or do we start with existing data, no matter
how imperfect, and improve the database gradually? In this project, we have opted for
the second alternative, following the advice by Agenor et al. (2007).

The IIOM-LIBAN provides an opportunity to better understand the spatial
linkage structure associated with the Lebanese economy in the context of its six
governorates (Figure 1). This paper describes the process by which the IOM-LIBAN
was constructed under the conditions of limited information that prevails in Lebanon,
and uses this unique dataset to assess some structural features of the Lebanese economy,
from a spatial perspective. The next section will describe the main tasks and working
hypotheses involved in the treatment of the initial database that was used in the
construction process of the system. Section 3 will explore the structural characteristics
of the interregional input-output system developed for Lebanon for the year 2005. This
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exploratory analysis will be based on the description of structural coefficients and the use
of traditional input-output techniques. We further explore the spatial linkage structure
by looking at the decomposition of final demand components. It is hoped that this
exercise might result in a better appreciation of a broader set of dimensions that might
improve our understanding of the integrated interregional economic system in Lebanon.

Figure (1): Governorates in Lebanon

1.Beirut

2 Mount I ebanon

3. Northern Lebanon
4 Bekaa

5. Nabatieh

6_South L.ebanon

2. Initial Data Treatment

In this section we present the main hypotheses and procedures applied to
estimate the interregional input-output matrix for Lebanon. As mentioned before, the
IIOM-LIBAN was estimated under conditions of limited information. We used data of
the national accounts and regional statistics provided by the Central Administration of
Statistics (CAS). National accounts data (NEA, 2010) consist in the Goods and Services
Account and the Integrated Economic Accounts at the national level for the year 2005.
Sources of regional data are mainly the National Survey of Households Living Conditions
2004, and the Household Expenditure Survey 2004-2005.

2.1. National Input-Output
The first step was to estimate an input-output matrix (Table 1) for the whole

country from the goods and services input-output table available in the NEA (2010).
The input-output tables for Lebanon are established according to the territorial concept.
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Moreover, activities are homogenous in the sense that each activity produces a definite
group of products and each group of products is produced only by this activity. The
main aspect in the treatment of this piece of information is to transform the economic
flows, which are valued at market prices, into economic flows valued at basic prices. The
procedure adopted in this work is described as follows.

The initial task consisted in using the information on imports and trade margins
to decompose each commodity flow related to a specific user into four components,
namely: domestic (BAS DOM) and imported (BAS IMP) commodity flows values at
“basic prices” which do not include user-specific trade margins; and the respective
trade margin flows on each specific domestic (MAR DOM) and imported (MAR IMP)
commodity flow. The initial working hypothesis is that total imports of agriculture
and livestock, energy and water, and manufacturing are distributed proportionally to
the share of each user in total demand for the respective commodity, generating the
estimates for BAS IMP. Similarly, taxes on imports and trade margins were assumed
to be proportionally distributed according to specific shares in total demand, giving
estimates for TAX IMP (import tariffs on each commodity flow, BAS IMP), and the
usage of trade margins for each user of composite imported and domestic goods (MAR
IMP + MAR DOM). With that information, domestic commodity flows values at basic
prices (BAS DOM) were calculated by residual. Finally, trade margins estimates, MAR
DOM + MAR IMP, were further disaggregated proportionally to the specific flows in
BAS DOM and BAS IMP. Such procedure generated the national input-output table at
basic prices (Table 2) that served as the basis for the interregional input-output system
for Lebanon. Notice that the input-output system depicted in Table 2 is fully consistent
with the information in Table 1.
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2.2. Regional Accounts

The next step was to disaggregate the national data into the six governorates
in Lebanon. This section describes the strategy used to estimate regional aggregates by
region, and regional output by sector.

Given the regional macroeconomic identity (1 ), the components of the Gross
Regional Product (GRP) are the usual components of GDP (at the national level) plus
the interregional trade balance. In the case of Lebanon, this information is not readily
available and needed to be estimated.

GRP:C+I+G+<X_M>ROW+<X_M>DOM <1>

where:

C = household consumption
I = investment demand
G = government consumption
(X - M)ROW = international trade balance
(X - M>DOM = interregional trade balance

We used shares calculated from specific variables to estimate the governorate-
level values of the following components of GRP: household consumption, investment
demand and government consumption.

Household consumption: estimates of individual expenditures from the
Household Expenditure Survey 2004-2005 and total regional population (2004) were
combined to obtain total expenditure by governorate. Regional shares in total expenditure
were used to disaggregate national household consumption from NEA (2010).

Investment demand: information on regional employment in the construction
sector, obtained from the National Survey of Households Living Conditions 2004, was
used to disaggregate national investment from NEA (2010).

Government consumption: we have used the information on the regional
distribution of labor force in the public sector (National Survey of Households Living
Conditions 2004) to disaggregate national government consumption.
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The values for international exports by governorate by product were obtained in
two steps: i) 50% of the exports by product were allocated to the producing regions based
on their respective shares in gross output; ii) the remaining 50% were allocated according
to the relative concentration of sectoral production in each region as follows. We have
used the regional distribution of sectoral employment in 2004 to calculate the location
quotients for each region in comparison to the nation. For a given sector, we divided the
region’s share of the sector by the similar ratio at the national level. It was assumed that
a location quotient greater than one would imply that part of the sector’s production
would be exported. To estimate gross exports, we assumed a location quotient of unity
to imply “self-sufficiency”; any employment above this was allocated to export. Thus,
we were able to allocate exports by sector (the remaining 50%,) based on the regional
allocation of the employment related to exports.

Table 3 presents the estimated shares, including those for international exports
by governorate. A general result is the spatial concentration of aggregate demand,
which is very likely influenced by the distribution of economic activity and population
over the governorates. According to the estimates, the governorate of Mount Lebanon
concentrates approximately half of the international exports and more than 40% of the
investment demand, household consumption, and government consumption.

As this regional distribution allocation relies heavily on the employment
information from the National Survey of Households Living Conditions 2004, one
note should be made. As the survey responses are based on the households’ place of
residence, estimates for Beirut may potentially be underestimated. There is evidence of
intense commuting flows from the suburbs located in the Mount Lebanon governorate
towards the capital city. We decided not to try to correct for that, and to look at the results
for both governorates with more cautious. Ideally, we would aggregate both governorates
in a single region. However, for the sake of completeness, we kept both governorates as
separate regions in the model. When analyzing model outcomes for Beirut and Mount
Lebanon, though, it would be wiser to look at them in aggregate terms.
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Table (3): Shares used to Estimate the Components of the GRP of Lebanon, 2004

Investment demand | Housesold consumption |Government consumption| International exports

Beirut 0.043 0.162 0.087 0.106
Mount Lebanon 0.410 0.446 0.413 0.504
Northern Lebanon 0.173 0.129 0.220 0.219
Bekaa 0.082 0.108 0.137 0.067
South Lebanon 0.069 0.048 0.081 0.075
Nabatieh 0.223 0.108 0.062 0.029
TOTAL 1.000 1.000 1.000 1.000

Source: Author’s calculation

Table (4): Shares used to Estimate the Regional Allocation of Gross
Output in Lebanon, 2004
Beirut Ll\e/{)(;f:)tn II\JI:S;;C;: Bekaa LSI());lrtlt(;n Nabatieh | TOTAL

1. Agriculture and livestock 0.000 0.137 0.286 0.293 0.145 0.139 1.000

2. Energy and water 0.000 0.506 0.041 0.224 0.224 0.006 1.000

3. Manufacturing 0.086 0.532 0.166 0.087 0.091 0.037 1.000

4. Construction 0.077 0.396 0.211 0.096 0.131 0.089 1.000

5. Transport and communication | 0.128 0.436 0.189 0.109 0.095 0.043 1.000

6. Other services 0.107 0.510 0.162 0.106 0.080 0.036 1.000

7. Trade 0.189 0.464 0.146 0.087 0.076 0.038 1.000

8. Administration 0.264 0.480 0.094 0.070 0.061 0.032 1.000

TOTAL 0.131 0.441 0.175 0.109 0.093 0.051 1.000

Source: Author’s calculation based on CAS and Electricité du Liban

2.3. Commodity Trade Matrices

In order to regionalize the national IO table, we have relied on an adapted
version of the Chenery-Moses approach (Chenery, 1956; Moses, 1955; Haddad et al,
2010), which assumes, in each region, the same commodity mixes for different users

(producers, investors, households and government) as those presented in the national




16 Eduardo Haddad

input-output tables for Lebanon. Trade matrices for each commodity were estimated
and used to disaggregate the origin of each commodity in order to capture the structure
of the spatial interaction in the Lebanese economy. In order words, for a given user,
say agriculture sector, the mix of intermediate inputs will be the same in terms of its
composition, but it will differ from the regional sources of supply (considering the six
regions of the model and foreign imports).

The strategy for estimating the eight trade matrices (one for each commodity in

the system) included the following steps:

ii.

iii.

We have initially estimated total supply (output) of each commodity/sector
by region, excluding international exports. Thus, for each region, we obtained
information for the total sales of each commodity for the domestic markets.

Supply(c,s) = supply for the domestic markets of commodity ¢ by region s

Following that, we have estimated total demand, in each region, for the
aforementioned eight commodities/sectors. To do that, we have assumed the
respective users’ structure of demand followed the national pattern. With the
regional levels of sectoral production, investment demand, household demand
and government demand, we have estimated the initial values of total demand
for each commodity in each region, from which the demand for imported
commodities were deducted. The resulting estimates, which represent the regional
total demand for Lebanese goods, were then adjusted so that, for each commodity,
demand across regions equals supply across regions.

Demand(c,d) = demand of commodity ¢ by region d

With the information for Supply(c,s) and Demand(c,d), the next step was
to estimate, for each commodity c, matrices of trade (6x6) representing the
transactions of each commodity between Lebanese regions. We have fully relied on
the methodology described in Dixon e Rimmer (2004). The procedure considered
the following steps:

a) For the diagonal cells, equation (2) was implemented, while for the off-
diagonal elements, equation (3) is the relevant one:
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. Supply(c.d)
SHIN (e, d,d) = M 1-*F
(c.d.) Jr”{)Dern'a'nd(c,d) ’ @ <2>
(3)
1 ) Supply(c.0) |, 1— SHIN(c.d.d)

SHIN(c.0.d) =

Dist(o.d) ~
Supplyv(c.k
2, Supply(e.k) g 1 Suply(c.))

s1gea| Dist(j.d) i&{pfy(c.k)

k=1

where c refers to a given commodity, and o and d represent, respectively, origin
and destination regions.

The variable Dist(o,d) refers to the distance between two trading regions and
was obtained considering the urban hierarchy in the country (Verdeil et al., 2007). The
accessibility focal points were defined as the highest hierarchy city in each governorate,
namely: Beirut, Zahleh, Tripoli, Baalbek, Saida, and Nabatieh. Distances between any
two points were calculated using the road distance that provided the minimum travel
time by car.®

The factor F(c) gives the extent of tradability of a given commodity. For the
non-tradables (“construction“, “transport and communication”, and “other services”),
typically assumed to be locally provided goods, we have used the value of 0.9 for F(c),
adopting a usual assumption, while for tradables (“agriculture and livestock”, “energy
and water”, and “manufacturing”), the value of F(c) was set to 0.5. “Trade” was
considered only as a margin commodity, while we have assumed that there is no trade
flows associated with “administration”.

It can be shown that the column sums in the resulting SHIN matrices add to one.
What these matrices show are the supply-adjusted shares of each region in the specific
commodity demand by each region of destination. Once these share coefficients were
calculated, we then distributed the demand of commodity ¢ by region d (Demand(c,d))
across the corresponding columns of the SHIN matrices. Once we adopted this procedure,
we had to further adjust the matrices to make sure that supply and demand balance. This
was done through a RAS procedure.
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Tables 5 and 6 show the resulting structure of trade in the IIOM-LIBAN
(aggregated across commodities). We have also included regional demand for imported
commodities (last row), estimated considering the structure of demand according to the

national pattern.

Table (5): Estimates of Interregional Trade in Lebanon: Purchases Shares, 2005

Destination
Beirut | Mount Lebanon Northern Bekaa South Nabatich TOTAL
Lebanon Lebanon
Beirut 0.404 0.038 0.027 0.014 0.044 0.076 0.086
Mount Lebanon 0.192 0.522 0.102 0.302 0.119 0.195 0.336
- Northern Lebanon | 0.066 0.046 0.552 0.041 0.028 0.046 0.120
-2 | Bekaa 0.014 0.075 0.023 0.341 0.010 0.016 0.078
© South Lebanon 0.058 0.026 0.016 0.010 0.444 0.164 0.069
Nabatich 0.012 0.009 0.005 0.004 0.036 0.235 0.031
Foreign 0.254 0.284 0.275 0.288 0.318 0.267 0.280
TOTAL 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Source: Author’s calculation
Table (6): Estimates of Interregional Trade in Lebanon: Sales Shares, 2005
Destination
Beirut Ll\g)(;llrgn IE;Z lf;l Bekaa LeSs;l::m Nabatieh TOTAL

Beirut 0.618 0.201 0.046 0.018 0.036 0.082 1.000

Mount Lebanon 0.075 0.704 0.044 0.098 0.025 0.054 1.000

- Northern Lebanon | 0.072 0.171 0.668 0.037 0.016 0.035 1.000

-2 | Bekaa 0.023 0.434 0.043 0.474 0.009 0.018 1.000

© South Lebanon 0.111 0.172 0.034 0.015 0.448 0.219 1.000

Nabatieh 0.051 0.130 0.025 0.013 0.080 0.700 1.000

Foreign 0.120 0.459 0.143 0.112 0.079 0.088 1.000

TOTAL 0.132 0.452 0.145 0.109 0.070 0.092 1.000

Source: Author’s calculation
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2.4. Value Added Components

Lebanese national accounts only publish total value added by sector. In order to
have a first order approximation of disaggregated sectoral value added (labor and capital
payments plus other costs), we started with estimates for sectoral labor payments at the
national level. Information on the mean of annual salary and distribution of employees
by sector from Household Expenditure Survey 2004-2005 was used to estimate labor
payments for agriculture and livestock, manufacturing, construction, transport and
communication, and trade. For energy and water, total labor payments considered total
number of employees in Electricité du Liban multiplied by the mean of annual salary of
public employees; for other services and administration, we applied the 1997 labor share
in value added to the 2005 value.

At this stage, we needed to estimate sectoral capital payments. We have relied on
the sectoral ratios of labor to capital payments from the 1997 input-output system for
Lebanon in order to get these estimates. After calibration, we ended up with an overall
share of labor payments to value added equal to 0.371, and a share of capital payments to
value added equal to 0.443. The remaining 0.186 was residually allocated to other costs.

2.5.'The Interregional Input-Output Adjustment System (IIOAS)

To calibrate the interregional CGE model, further adjustments were made in the
IIOM-LIBAN. We have opted to internalize the information of changes in inventories
in order to generate a structural absorption matrix based on the 2004-2005 information.
The process of re-balancing the input-output system ended up with a reconciled
national system (Table 7) presenting small deviations from that of the “raw” national
input-output table for Lebanon depicted in Table 2.

In the next section, we continue to evaluate the general structure of the IOM-
LIBAN, described in terms of summary indicators. An evaluation of the production
linkages follows, based on the intermediate consumption flows, providing a brief
comparative analysis of the economic structure of the regions. Traditional input-output
methods are used in an attempt to uncover similarities and differences in the structure
of the regional economies.
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3. Structural Analysis

In this section, some of the main structural features of the economy of Lebanon
are revealed through the use of indicators derived from the IIOM-LIBAN. An analysis
of output composition, and sales and purchases shares is presented, considering
intermediate demand and final demand. To better understand the results of the ICGE
model to be developed, a thorough analysis of the structure of the economy is needed.
A close inspection of the benchmark database is necessary, conducted not only on the
relationships in the input-output data base, but also on the other relevant parameters
of the model. In this section, some of the main structural features of the economy are
revealed through the use of indicators derived from the IIOM-LIBAN. These indicators
draw on the idea developed by Chenery and Watanabe (1958), which states that a
hierarchy of sectors can be proposed based on ratios of intermediate purchases to total
input, and intermediate sales to total output.

3.1. Output Composition

Table 8 presents the regional output shares for governorates in Lebanon. The
economic core Beirut-Mount Lebanon dominates the national production, with an
aggregate share of 57.6.0% in total output (12.1% and 45.5%, respectively).

The regional output shares by sectors in Lebanon reveal some evidence of spatial
concentration of specific activities: agriculture in Bekaa (29.3% of total output) and
Northern Lebanon (28.6%); energy in Mount Lebanon (50.6%) Bekaa (22.4%) and
South Lebanon (22.4%); and manufacturing in Mount Lebanon (53.2%).

Table 9 shows the sectoral shares in regional output, revealing the important role
of some activities in relatively specialized regions: the dominant role of other services in
Beirut (45.4% of total regional output); the relevance of the agriculture sector in Bekaa
(12.6%,) and Nabatieh (12.4%).

Relative regional specialization can also be assessed by the calculation of the
sectoral location quotients, as presented in Table 10. The highlighted cells identify
sectors relatively concentrated in specific regions, i.e. sectors for which their share in
total regional output is greater than the respective shares in national output (location
quotient greater than unit).



Trade and Interdependence in Lebanon: An Interregional Input-Output Perspective 23

Table (8): Regional Structure of Sectoral Output: Lebanon, 20042005

Beirut Ll\e/Loatrllr:)tn IE;)]I;; T;Ill Bekaa L:l()):ttll(l)n Nabatiech | TOTAL
1. Agriculture and livestock 0.000 0.137 0.286 0.293 0.145 0.139 1.000
2. Energy and water 0.000 0.506 0.041 0.224 0.224 0.006 1.000
3. Manufacturing 0.086 0.532 0.166 0.087 | 0.091 0.037 1.000
4. Construction 0.078 0.464 0.187 0.086 | 0.119 0.066 1.000
5. Transport and communication | 0.107 0.510 0.162 0.106 0.080 0.036 1.000
6. Other services 0.192 0.465 0.144 0.086 | 0.076 0.038 1.000
7. Trade 0.160 0.405 0.190 0.093 | 0.076 0.076 1.000
8. Administration 0.087 0.413 0.220 0.137 | 0.081 0.062 1.000
TOTAL 0.121 0.455 0.172 0.108 | 0.092 0.052 1.000
Source: Author’s calculation based on IOM-LIBAN
Table (9): Sectoral Structure of Regional Output: Lebanon, 2004-2005
Beirut Lt/[;;::n IEZ:;:;E Bekaa Lesl()):rtll(l)n Nabatieh | TOTAL
1. Agriculture and livestock 0.000 0.014 0.077 0.126 0.073 0.124 0.046
2. Energy and water 0.000 0.031 0.007 0.058 0.068 0.003 0.028
3. Manufacturing 0.137 0.225 0.186 0.156 0.192 0.138 0.193
4. Construction 0.068 0.108 0.115 0.084 0.138 0.134 0.106
5. Transport and communication | 0.093 0.118 0.099 0.103 0.092 0.073 0.105
6. Other services 0.454 0.292 0.239 0.227 0.236 0.208 0.286
7. Trade 0.173 0.117 0.145 0.113 0.109 0.195 0.132
8. Administration 0.075 0.095 0.133 0.133 0.092 0.125 0.104
TOTAL 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Source: Author’s calculation based on IIOM-LIBAN
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Table (10): Location Quotients: Lebanon, 2004-2005

Beirut thi/{)oalillgn Iﬁgtl;g;fgg Bekaa LSE::;n Nabatich
1. Agriculture and livestock 0.000 0.302 1.660 2.716 1.579 2.685
2. Energy and water 0.000 1.112 0.237 2.071 2.441 0.114
3. Manufacturing 0.712 1.168 0.965 0.809 0.995 0.717
4. Construction 0.640 1.020 1.086 0.798 1.301 1.268
5. Transport and communication 0.884 1.120 0.939 0.978 0.872 0.691
6. Other services 1.587 1.021 0.834 0.795 0.825 0.727
7. Trade 1.316 0.890 1.101 0.859 0.831 1.478
8. Administration 0.718 0.907 1.276 1.272 0.883 1.197

Source: Author’s calculation based on IIOM-LIBAN

3.2. Sales Shares

For each commodity/sector, the distribution of sales was calculated based on
the different destinations of output. Sales-orientation indicators are very important
in the discussion of the ICGE model’s results, since changes in different markets will
have differential impact on producers’ decisions. Thus, for instance, an export-oriented
sector will be more affected by changes in external demands than a sector that sells all its
production locally.

Tables 11 shows the sales structure for each sector in the six governorates.
Regional aggregated results, presented at the bottom of each table, reveal important
features of the regional economies. For Mount Lebanon, Northern Lebanon and South
Lebanon, the relative higher share of sales to intermediate production within the region
suggests a higher degree of intraregional linkages, which might generate potentially
higher internal multipliers (see section 3.4.1 below). The lower values presented by
Nabatieh, Bekaa and Beirut suggest a less integrated regional structure in those regions.

The share of total extra-regional sales (intermediate, capital creation and
household) reflects the degree of interregional dependency of each region, from the
point of view of demand from the other regions. Thus, the values for the South Lebanon
(46.62%), Bekaa (41.64%), Beirut (32.14%), Northern Lebanon (23.86%), Mount
Lebanon (23.15%) and Nabatieh (21.15%) establish a hierarchy of interregional
dependency within the country. However, when exports to other countries are
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considered, the governorates of Nabatieh (15.36%), Bekaa (14.80%) and Northern
Lebanon (14.60%, reveal a greater orientation for its sales.

At the sectoral level, sales—orientation varies within the region. Extra-regional
markets for manufacturing inputs account for a large share of these sectors’ sales in
Beirut, for instance. Energy inputs produced in Bekaa and South Lebanon also find
a considerable share of their demand outside the respective producing regions.
Capital creation within the region tends to be the main user of regional construction.
Destination of the regional construction output for capital creation within the
respective regions account for 77.96% in Nabatieh, 57.70% in Northern Lebanon,
and 54.47% in Mount Lebanon. The main destination of agriculture and livestock
produced in Bekaa is outside the region, being for purposes of production (32.07%),
household consumption (45.93%) or exports (10.46%)).

Regarding the sales to households within the regions, a common pattern
appears in that most services are produced locally. Export-oriented commodities
in each region include trade services (trade margins are not considered in the
calculations) everywhere, and manufacturing goods in Mount Lebanon, and, to a
lesser extent, agriculture products in Bekaa and Nabatieh.

3.3. Purchases Shares

The analysis of the purchase structure of different users in the six regions is
provided in this section, focusing on the regional sources of commodities (regional,
rest of the country, foreign). These indicators are useful for the future analysis of
regional substitution effects in the ICGE model’s results.

Table 12 shows the purchase structure of intermediate inputs used
in current production, of inputs used in capital creation, and of household
consumption goods, as well as the aggregate consumption. Notice that foreign
import coeflicients by commodity are assumed to be equal across users. Again,
an interregional dependency pattern appears in the analysis of the use of inputs
from intraregional and extraregional sources: 49.94% of total intermediate
inputs used by industries in the Northern Lebanon (43.95% in Mount Lebanon)
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in current production are provided from regional industries, only 14.17% come
from the rest of the country (16.13% in Mount Lebanon), and 35.85% are
imported (39.92% in Mount Lebanon). The situation changes completely for
Nabatieh, whose industries consume only 22.06% of intermediate inputs from
the region, and 42.07% and 35.86% from the rest of the country and from
abroad, respectively. Even though Beirut depends relatively less on foreign inputs
(33.97% of expenditures on intermediate inputs), that region still has a considerable
link with the rest of the country, from where 29.48% of the intermediate inputs are
purchased. A similar situation appears in the case of the use of inputs for capital creation.

Results for the regional composition of the consumption bundle of households,
by commodity in each region, are also presented. The aggregated regional results,
at the bottom of the table, reveal a similar pattern of consumption for families at the
less developed region of Nabatieh, in which commodities from the rest of the country
have a considerable weight (46.26%). Over 50% of the goods consumed by households
in the Mount Lebanon, Northern Lebanon and South Lebanon are produced in the
respective regions. However, commodity composition varies across regions, revealing
region-specific preferences and regional availability of certain goods. For transport and
communication, and other services, a common pattern is observed <except in Nabatieh);
for these commodities/sectors over 60% of supply are from within the regions.
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3.4. Production and Interregional Linkages

The indicators described above are based on interdependence ratios of the
IIOM-LIBAN, which only measure the direct linkages among agents in the economy.
In this section, a comparative analysis of regional economic structures is carried
out. Production linkages between sectors are considered through the analysis of the
intermediate inputs portion of the interregional input-output database. Both the direct
and indirect production linkage effects of the economy are captured by the adoption of
different methods based on the evaluation of the Leontief inverse matrix. The purpose
remains the comparison of economic structures rather than an evaluation of the methods
of analysis themselves.

The conventional input-output model is given by the system of matrix equations:
X=Ax+f (4)
x=(1-A) 'f = Bf (5)
where x and f are respectively the vectors of gross output and final demand; A

consists of input coefficients a, defined as the amount of product i required per unit of
product j (in monetary terms), fori,j=1,..., n; and B is known as the Leontief inverse.

Let us consider systems (4) and (5) in an interregional context, with R different
regions, so that:

xt 1a . 4R ¥ Blx ..
x:[;IA- : H ]:f- : 3=[5 5 3 ] (6)
<2 4R1 ... A4RR fﬂ - and pRx . pRR

and

x'=B"f' + ..+ B’}

xR = BRf' 4 ., + BRRfR (7)
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Let us also consider different components of f, which include demands
originating in the specific regions, v, s = 1,..., R, and abroad, e. We obtain information
of final demand from origin s in the IOM-LIBAN, allowing us to treat v as a matrix
which provides the monetary values of final demand expenditures from the domestic
regions in Lebanon and from the foreign region.

1z

v eee 11”? el
v = : = i ie=];
‘E‘R" i 1¢RR of

Thus, we can re-write (7) as:

X' =B"((V)"+ .+ vRie") + . +BRI(V)Rs 1 VRR,eR)

K= BR(V) 4 e vRel) 4 cBRR((VIRe VR e ) (8)

With (8), we can then compute the contribution of final demand from
different origins on regional output. It is clear from (8) that regional output depends,
among others, on demand originating in the region, and, depending on the degree of
interregional integration, also on demand from outside the region.

In what follows, interdependence among sectors in different regions is
considered through the analysis of the complete intermediate input portion of the
interregional input-output table. The Leontief inverse matrix, based on the system (7),
will be considered, and some summary interpretations of the structure of the economy
derived from it will be provided.

3.4.1. Multiplier Analysis

The column multipliers derived from B were computed (see Miller and Blair,
2009). An output multiplier is defined for each sector j, in each region r, as the total
value of production in all sectors and in all regions of the economy that is necessary in
order to satisfy a dollar’s worth of final demand for sector j’s output. The multiplier effect
can be decomposed into intraregional (internal multiplier) and interregional (external
multiplier) effects, the former representing the impacts on the outputs of sectors within
the region where the final demand change was generated, and the latter showing the
impacts on the other regions of the system (interregional spillover effects).
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Table 13 shows the intraregional and interregional shares for the average
total output multipliers in the six governorates in Lebanon as well as the equivalent
shares for the direct and indirect effects of a unit change in final demand in each
sector in each region net of the initial injection, i.e, the total output multiplier
effect net of the initial change. The entries are shown in percentage terms, providing
insights into the degree of dependence of each region on the other regions. Three
groups of regions emerge. Mount Lebanon, Northern Lebanon and South Lebanon
are the most self-sufficient regions; the average flow-on effects from a unit change
in sectoral final demand is in excess of 90%. The average net effect almost reaches
70% for Mount Lebanon and is a little above 64% for Northern Lebanon and
South Lebanon. For the more specialized governorates of Beirut (services) and
Bekaa (agriculture), there is a lower degree of intraregional self-sufficiency: the
intraregional share of the net output multiplier is below 50% in both regions.
Finaly, Nabatieh is the governorate with the lowest degree of self-sufficiency, as it
internalizes, on average, one fourth of the net output multiplier.

Table (13): Regional Percentage Distribution of the Average Total and Net Output
Multipliers: Lebanon, 2004-2005

Total output multiplier Net output multplier
Intraregional share | Interregional share | Intraregional share | Interregional share
Beirut 89.5 10.5 49.9 50.1
Mount Lebanon 93.4 6.6 69.5 30.5
Northern Lebanon 92.1 7.9 64.2 35.8
Bekaa 88.1 11.9 47.0 53.0
South Lebanon 91.9 8.1 64.1 359
Nabatieh 83.7 16.3 25.5 74.5

Source: Author’s calculation based on IIOM-LIBAN
3.4.2. Output Decomposition
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A complementary analysis to the multiplier approach is presented in this section.
Regional output is decomposed by taking into account not only the multiplier structure,
but also the structure of final demand in the six domestic and the foreign regions (Sonis
etal, 1996).

According to equation (8), regional output (for each region) was decomposed,
and the contributions of the components of final demand from different areas were
calculated. The results are presented in Table 14. On average, the self-generated
component of output in each region, i.e., the share of output generated by demand within
the region, is dominant (above 50% of total regional output) for all the governorates,
with the exception of South Lebanon (38.9%).

The demand for foreign exports is more relevant for Mount Lebanon (10.2%)
and Northern Lebanon (11.8%). Their contribution to regional output is below the
national average (9.6%) in the other governorates..”

Noteworthy is the prominent role played by the demand originating in the more
dynamic area of Mount Lebanon, with a relevant contribution to the output of other
governorates ranging from 9.4% (Nabatieh) to 32.1% (Bekaa).

It is worthwhile examining Table 14 in more detail in order to unravel spatial
patterns of interactions in Lebanon. Inspection of the results in the columns suggests
strong influence of regions at higher hierarchical levels on their immediate neighbors.
In addition to the role played by demand from Mount Lebanon for output generation in
all regions, we can also note the influence of Nabatieh on South Lebanon: 25.0% of the
output of South Lebanon depends on final demand from Nabatieh.

A closer look at the final demand composition of Nabatieh, which generates not
only a considerable share of the regional output (73.7%) but also of South Lebanon’s
output (25.0%), reveals that it is dominated by expenditures in investment demand, as
the region was the second main recipient of investments (after Beirut-Mount Lebanon)
in the benchmark year (2004-2005). Expenditures in the local construction sector of
Nabatieh are responsible for the high share of contribution to the region’s output.

One can also look at the results from equation (8) from a perspective of the
relative relevance of regional final demand. That is, one may be interested in evaluating
the distribution of the effects of each source of demand on the output of a specific region.
For instance, while over 75% of the impact of final demand originating in Mount Lebanon
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remains in the region, less than one-third (31.9%) of the impact of final demand from
Nabatieh is internalized by the governorate, suggesting strong interregional leakages.

Table (14): Contribution of the Sources of Final Demand to Regional /National
Output: Lebanon, 2004-2005

(in % of total contribution to regional /national output))

Regional sources of final demand
Beirut | Mount Lebanon | Northern Lebanon | Bekaa | South Lebanon | Nabatieh | Exports
Beirut 57.7 16.4 4.0 1.8 2.7 9.2 8.2
Mount Lebanon 54 64.7 3.9 7.4 1.7 6.7 10.2
Northern Lebanon 5.1 13.4 61.1 2.9 1.2 4.4 11.8
Bekaa 2.8 32.1 3.9 50.1 0.8 3.0 7.3
South Lebanon 8.5 14.5 32 1.6 38.9 25.0 8.3
Nabatich 3.7 9.4 2.0 1.2 4.4 73.7 5.7
LEBANON 11.2 39.1 13.9 9.8 53 11.1 9.6

Source: Author’s calculation based on IIOM-LIBAN

Table (15): Contribution of the Sources of Final Demand to National Output: Lebanon,

2004-2005 (in % of total contribution to national output)

Regional sources of final demand

Beirut Ll\e/{:)o;::)tn IES{)S:;E Bekaa Lest());tllcl)n Nabatich | Exports
Beirut 58.6 4.8 33 2.1 5.7 9.4 9.8
Mount Lebanon 21.8 75.5 12.7 34.5 15.0 27.4 48.8
Northern Lebanon 8.1 6.1 78.1 53 4.1 7.1 22.0
Bekaa 2.7 8.9 3.0 55.9 1.7 3.0 8.3
South Lebanon 7.2 3.5 22 1.6 69.4 21.2 8.2
Nabatich 1.6 1.2 0.7 0.6 4.0 31.9 29
LEBANON 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Source: Author’s calculation based on IIOM-LIBAN
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3.4.3. Key Sector Analysis

An attempt to identify key sectors in the regional economies of Lebanon is
made in this subsection. Traditional complementary approaches are used in order to
reveal particular regional production features. They include the Hirschman-Rasmussen
indices and the pure linkage indices. While the familiar Hirschman-Rasmussen indices
measure the importance of a sector in the economy in terms of its purchases (backward)
or sales (forward) of inputs from/to other sectors, the pure linkage approach also takes
into consideration the total production value of each sector in the economy, i.e, the size
of the sector. The sectors indicated as the most important inside the economy, using the
pure linkage approach, in general are sectors with not only relevant interactions with the
other sectors, but also with a significant level of production. The presentation of each of
these techniques, accompanied by the empirical results, follows.

Hirschman- Rasmussen Indices

Rasmussen (1956) and Hirschman (1958) proposed the use of two indices to
capture the effects of backward and forward linkages in an economy through the use of
input-output tables. Let b, be a typical element in the Leontief inverse, B. Define b, b,
and b as the column, row, and total sums of B, respectively. Further, define B- =b../n”as
the average value of all elements in the same matrix. Then, the backward linkage index,
U,, and the forward linkage index, U,, can be calculated by:

b,
v,=-L ()

B
U_:b,--/‘” (10)

"B

where n is the number of sectors. In Uj, the numerator is the average value of the
elements in column j, while in U, the numerator is the average value of the elements in
row i. Thus, interpretation of both indices is straightforward: U, > 1 indicates that a unit
change in final demand of sector j creates an above-average increase in the economy,
i.e, sector j generates above-average response in other sectors; U, > 1 indicates that a unit
change in all sector’s final demand creates an above-average increase in sector i, ie.,
sector i displays above-average dependence on the output of other sectors. Sectors that
have both U, > 1and U, >1 are considered key sectors in the economy.
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Pure Linkage Indices

As presented in Guilhoto, Sonis and Hewings (2005), the pure linkage approach
can be used to measure the importance of the sectors in terms of production generation
in the economy.

Consider a two-region input-output system represented by the following block
matrix, A, of direct inputs:

AV 47 AY 47 0o O _
A = , = , + = 47 + 47 (11)
A7 47 A7 0 0o A4

Where AV and A™ are the square matrices of direct inputs within the first and
second region, and A" and AY are the rectangular matrices showing the direct inputs
purchased by the second region, and vice-versa.

From (11), one can generate the following expression:

B_(I_A)_l_[Bif BJ’]_[A” OJ[AJ 0]{ - A”A’] (12)
B? B~ 0 AL o A 47A7 7
where:

N=(1-a7]"

N=(r-—a")

A =(1-NATN 4]
N =(1-Na"N ")

From equation (12) it is possible to reveal the process of production in an
economy as well as to derive the Pure Backward Linkage (PBL) and the Pure Forward
Linkage (PFL), ie.,

PBL = A"A5Ax (13)

PFL = NAFAx" (14)
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The following interpretation of the indices may be provided: the PBL will give
the pure impact on the economy of the value of the total production in sector j, i.e, the
impact that is free from the demand of inputs that sector j makes from sector j, and the
feedback from the economy to sector j, and vice-versa; the PFL will give the pure impact
on sector j of the total production in the rest of the economy. Furthermore, the definition
of pure total linkage (PTL) is given by the addition of the PBL to the PFL. Hence, in this
approach, key sectors are considered as those with the largest values of PTL.

PTL = PBL + PFL (15)

To facilitate a comparative analysis of the pure linkage indices with the
Hirschman-Rasmussen indices, one can proceed with a normalization of the pure
linkage indices. This normalization is done by dividing the pure linkage index in each
sector by the average value of the pure linkage indices for the whole economy, in such a
way that the normalized pure linkage indices are given by the following equations for the
backward (NPBL), forward (NPFL) and total (NPTL) linkages:

PBLN, = PBL,/ (Z::PBLf /n} (16)

PFLN, = PF;;/ (g:PFL,. /nJ (17)

PTLN, = PTL,./ (iPTL,. /n) (18)

il
Key Sectors in Lebanon

Backward and forward Hirschman-Rasmussen linkage indices were calculated
for each of the eight sectors in each governorate in Lebanon (Table 16). Key sectors for
each region are highlighted in the table. Ten key sectors were identified: manufacturing
in Beirut; energy and water, manufacturing, and transport and communication in Mount
Lebanon; manufacturing, and transport and communication in Northern Lebanon;
energy and water in Bekaa; and energy and water, manufacturing, and transport and
communication in South Lebanon.
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In addition to the estimates of U and U,, Table 16 also shows the results from
the computation of the pure linkage indices. From the values obtained for the PTL, a
hierarchy of the sectors can be established, from which the key sectors are selected (see
also Figure 2). Manufacturing, and other services in Mount Lebanon are the sectors
with the largest PTLs. Other sectors with large PTL include other services in Beirut;
construction, transport and communication, and administration in Mount Lebanon;
and manufacturing and other services in Northern Lebanon. These are the dominant
sectors in the sense that they contribute significantly to changes in the level of the
national output of the Lebanese economy.

Finally, Table 16 presents the results for the normalized pure linkage indices. As
noticed, the pure linkage indices adds to the Hirschman-Rasmussen indices in that they
also take into consideration the importance of the values supplied and demanded by
each economic sector. Thus, the hierarchy of key sectors based on the normalized pure
linkage indices changes slightly: while some sectors with strong backward and forward
linkages but with relatively low levels of output leave the list (e.g. energy and water in
Mount Lebanon; transport and communication in Northern Lebanon energy and water
in Bekaa; and energy and water, and transport and communication in south Lebanon),
other sectors with higher levels of output become part of the list (e.g. other services in
Beirut; other services in Mount Lebanon; and manufacturing in Bekaa).

Figure (2): Pure Total Linkage for the Lebanese Interregional System

2500,00

2000,00

500,00

Beirut Bekaa Mount Lebanon Nabatieh Morthern Lebanon South Lebanon
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4. Final Remarks

The main goal of this paper was to present the recent developments in the
construction of an interregional input-output matrix for Lebanon (IIOM-LIBAN).
The understanding of the functioning of the Lebanese regional economies within an
integrated system is one of the main goals of the ARZ Project. By exploring different
methods of comparative structure analysis, it is hoped that this initial exercise benefited
from the complementarity among them, resulting in a better appreciation of the full
dimensions of differences and similarities that exist among the governorates in Lebanon.

The analysis suggests that there are some important differences in the internal
structure of the regional economies in Lebanon and the external interactions among
their different agents. As the absorption matrix used throughout the structural analysis
will serve as the basis for the calibration of the ICGE model, understanding of the
relationships underlying it is fundamental for a better understanding of the forthcoming
model’s results.

Footnotes

(1) The complete dataset is available at www.usp br/nereus.

(2) With less than 11,000 km2, Lebanon is the second smallest country in the Middle East
and the Arab World (after Bahrain). Its territory represents 1/1000% that of large countries
such as the USA and Canada and 1/100" that of Egypt <NPMPLT, 2005, ch. 1, p. 1>‘

(3) To our knowledge, other sources of data are seldom incorporated in the existing
modeling efforts for Lebanon (e.g. demographic and social statistics such as population,
labor force and household expenditure surveys).

(4) See World Road Association (2003) for a discussion in the context of transport
policies.

(5) For the energy and water sector, we used information related to the regional
distribution of total capacity of thermal and hydraulic plants, from Electricité du Liban.
(6) Distances were calculated using Google Maps.

(7) Re-exports were not considered in the calculations.
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Governance and Economic Growth: The Case of Middle East and
North African Countries

Noha Emara*

Abstract

Using Two-stage Least Square (TSLS) regression for cross-sectional observations of 197
countries for the year 2009, the study estimates the impact of the improvement in the quality
of governance on per capita income and the increase in per capita income on the quality
of governance. Following Kaufman and Kraay (2000) methodology, the results suggest
a positive strong statistical significant causation from quality of governance to per capita
income. In addition, the results suggest a positive causation from per capita income to
quality of governance. The estimation results are used to interpret the relationship between
governance and growth for 22 MENA countries. A striking result suggest that despite the
relatively low performance of most of these countries on almost all of the six measures of
governance, their estimated levels per capita of income are relatively higher than the rest of
the countries in the sample. This implies that most MENA countries have achieved relatively
high but fragile standard of living for their citizens that is not based on firm governance. The
fragility of standard of living in most these countries was manifested by the latest up rise
in Tunis followed by Egypt and Libya. Two policy implications; first development requires
a strong intervention in improving governance and secondly, though with a lesser extent,
improving governance requires an exogenous increase in income through multilateral aid
for instance.
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1. Introduction

From the moment that the first protests erupted in Tunisia in December 2010,
following the decision of a vegetable cart owner, Mohamed Bouazizi, to immolate himself
over the confiscation of his cart and produce, economic grievances have played a pivotal
role in fueling the wave of protests and uprisings in the Arab world that have already
toppled the regimes of Tunisian former President Zine El Abedine Ben Ali and Egyptian
former President Hosni Mubarak, and more recently Libyan President Muammar El
Gaddafi, and have created serious political strife in Bahrain, Yemen, and Syria. With
the exception of oil and gas-rich Bahrain, where tensions have been exacerbated by an
age-old divide between the country’s Shi’a majority and Sunni political and economic
elite, every Arab nation whose political foundations have been seriously threatened over
the last three months has a per capita income that places it squarely in middle or lower-
income status — and often with high income inequality attached. Popular anger over the
economic mismanagement demonstrated by various autocratic Arab governments — and
the poverty, unemployment, and limited options for upward mobility that have resulted
from it — has arguably been as important a factor during the “Arab Spring” in uniting
fractious societies in opposition to the status quo as the yearning for greater political
freedoms. Likewise, one could argue that, while far from the only motivating factor,
economic discontent has played a meaningful role in driving the protest movement in
Iran in recent years. This paper considers the historical reasons cited for such failures
of governance among MENA states, and seeks to assign relative levels of importance
to each of these factors with regards to their harmful effect on both macroeconomic
growth, and the actual economic opportunities available to the general populace of these
nations.

2. Research Context

By the standards of virtually any significant metric measuring the quality of
governance in a particular country, the nations of MENA routinely rank well below the
global average. The findings of the World Bank’s Worldwide Governance Indicators
(WGTI) project provide perhaps the starkest evidence of the mismanagement and misrule
produced by many of the region’s governments. The WGI project seeks to measure the
quality of governance in a particular nation using six metrics: Voice and Accountability,
Political Stability, Government Effectiveness, Regulatory Quality, Rule of Law, and
Control of Corruption. These metrics are measured both by a Governance Score that
ranges from -2.5 to +2.5, and a Percentile Rank relative to nations worldwide.
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For the Voice and Accountability metric, 19 of the MENA region’s 20 largest
countries by population were given a negative Governance Score, and ranked in the
36" percentile or lower. 14 out of 20 ranked below the 25" percentile. For the Political
Stability metric, 13 out of 20 ranked in the 4 1% percentile or lower; and two of the nations
ranked above the 50" percentile (Tunisia and Libya) at the time of the project’s last report
(2009) would likely see their rankings drop in an updated study. For the Government
Effectiveness metric, 12 out of 20 nations had negative scores, and 5 out of 20 ranked
below the 25 percentile. For Regulatory Quality, 10 out of 20 had negative scores, and
5 out of 20 again ranked below the 25" percentile. For Rule of Law, 11 out of 20 had
negative scores, and 4 out of 20 ranked below the 25% percentile. And for Control of
Corruption, negative scores were given to 11 out of 20 nations, with 6 out of 20 ranking
below the 25" percentile.

3. Objective and Importance of the Study

The main objective of the study is to estimate the causal effect of governance on
per capita income. An econometric model is estimated using the cross-sectional data of
the 197 countries in 2009. The estimation results are used to interpret the relationship
between governance and growth for 22 MENA(" countries.

4. Hypothesis of the Study

The main hypothesis of the study is that governance has a statistical significant
effect on per capita income over the long run. The governance indicator covers six main
areas of governance including voice and accountability, political stability, government
effectiveness, rule of law, regulatory quality, and control of corruption. The study
hypothesis is that the six different areas of governance have a statistical significant impact
on per capita income over the long run.

5. Literature Review

The relationship between governance and economic growth is an old one; it dates
back to the work of Douglas North and Mancur Oslon. The general agreement among
development economists is that good governance leads to good economic performance.
For instance, Keefer et al. (1997) finds good institutions are required for developing
countries to catch-up with advanced economies. Using ordinary least squares Campos
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and Nugent (1999) find that institution improves economic performance in East Asia
and Latin American countries. Similarly, using a cross-sectional study on 150 countries
Kaufmann, et al. (1999b) find evidence that there is a causal relationship between
governance economic performance. Lastly, using cross-sectional data set on a group of
developing countries the study by Chauvet and Collier (2004) finds that good governance
is important for the effectiveness of aid offered to fragile African states. The study finds
that countries with low levels of governance experience an economic growth of about
two percent less than other developing countries in the sample.

Explanations for the failure of the governments of various MENA states to provide
the kind of sound governance for their populations that can deliver strong economic
growth and meaningful upward mobility have tended to fall into one of three categories:
the implementation of misguided economic policies that provided government officials
with an excessive amount of authority over the allocation of national resources, dating to
the time of the Cold War; the presence of rampant corruption and cronyism throughout
the organs of the state; and the lack of accountability caused by a dearth of democracy and
political freedoms. For impoverished states with little natural resource income relative to
the size of its population, critiques of economic policy have revolved around the socialist,
state—driven economic models adopted by many Arab governments from the 1950s onward.
These models, with their emphasis on state control of major industries, the delegating of
major resource-allocation decisions to central planners, and stringent controls on foreign
trade and capital inflows, have been cited as a key reason why resource-poor Arab nations
have failed to keep pace with countries possessing more market-oriented economic
policies. For nations awash in natural resource wealth, economic policy critiques have
shined a light on both the harmful impact of heavy-handed state control by politicians and
bureaucrats, and a general disinterest that’s often seen with regards to the development of
export-oriented industries that are not tied to resource extraction.

The explanations for poor governance that center on institutional corruption,
meanwhile, are often quick to point to international studies and rankings that give many
MENA states poor marks with regards to corruption and government transparency. The
harmful impact of the widespread need for bribes and kickbacks on both the cultivation
of domestic industry and the attracting of foreign investment is well-documented, as is
the effect of lucrative business deals and favorable regulatory treatment being provided
to the cronies and family members of prominent government officials. And researchers
have noted that the lack of political liberty not only prevents autocrats and their
underlings from being held accountable for their poor economic judgment, by means
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of elections, but also prevents critics and whistleblowers from pointing out government
incompetence, corruption, and malfeasance to their fellow countrymen.

Considering the impact that the embrace of market reforms, and their implicit
reduction of the economic authority of government officials, has had on many developing
economies throughout the world, it is not difficult to argue that questionable decision-
making by government authorities in MENA countries with statist economic systems
has been a major detriment to economic growth. In her paper, Parameters of Economic
Reform in North Africa, Karen Pfeifer takes account of the economic damage done to
Tunisia by its bloated, inefficient public sector enterprises (PSEs), which grew in number
from 25 in the 1960s to 400 by 1989 (448), and the government diktats that kept them
in this state. With PSEs “assigned objectives other than profit-maximization such as
producing import substitutes...and not free to fire workers or raise prices,” their losses
ended up accounting for 20% of government outlays between 1977 and 1981 (449).
The failures of Tunisia’s PSEs, and the laws that left them in a particularly woeful state,
undoubtedly played a large role in Tunisia’s GDP per capita growth declining from an
annual rate of 5.1% from 1970-1980 to merely 1.1% from 1980-1990 (449).

Egypt was also criticized by Pfeifer for its heavy-handed support of PSEs. In Egypt’s
case, not only did massive state investment in PSEs have a detrimental effect on the domestic
economy due to their inefficiency, they required enormous imports of capital, technology,
and other inputs in order to functions - thereby ironically thwarting the Egyptian
government’s stated goal of import substitution. Moreover, as the Egyptian government
officials took an active role in managing quantities and prices for various inputs and outputs,
Pfeifer notes that “central planning became very complex (442).” After achieving 5.7%
annual growth from 1970-1980, Egypt’s per capita GDP grew only 2.4% per year from
1980-1990, and declined by 0.5% per year from 1990-1995. As with many other developing
economies, a state-driven approach to industrializing what was initially a predominantly
agrarian economy yielded healthy economic growth at first, but then witnessed increasingly
diminishing returns due to inefficient capital spending and general mismanagement.

That corruption and arbitrary rule-enforcement is widespread and deeply
institutionalized in many MENA countries is undeniable. Relying on ten indicators from
several major think tanks, economist Tarik M. Yousef sought to compare “Institutional
Quality,” which measures factors such as corruption, the size of the black market, the
enforcement of rules and rights, and the quality of bureaucracy, in the OECD and six
different sets of developing nations, sorted by geography. In Yousef’s study, found in
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his 2004 paper Development, Growth and Policy Reform in the Middle East and North
Africa since 1950, the MENA region was given an Institutional Quality score of -0.32
— ahead of only South Asia and Sub-Saharan Africa, and well behind the OECD, which
had a score of 1.38 (98). To make matters worse, with a score of -0.78, the MENA region
ranked last (by far) in Yousef's rankings of “Public Accountability,” which measured
factors such as political participation, civil liberties, and government transparency and
responsiveness. OECD nations, by contrast, reported a score of 1.89 (98). Needless to say,
Yousef’s findings dovetail very well with the WGI project’s ratings of MENA nations in
the areas of Voice and Accountability, Regulatory Quality, and Government Effectiveness.

However, the endemic corruption found within many governments cannot
merely be attributed to the failings of autocratic governments: in many situations, cultural
factors also appear to play an important role. In his paper, Expecting the Unexpected: The
Cultural Components of Arab Governance, Lawrence Rosen remarks that “Arabs tend
to characterize corruption not as abuse of some formal set of criteria associated with a
given position but as the failure to share whatever largesse comes one’s way with those
to whom one has forged ties of obligation (171).” Rosen goes on to note how certain
informants of his half-jokingly remarked that “corruption is our form of democracy,”
since it allows individuals to disregard an autocrat’s rules in exchange for a bribe. Thus,
“corruption” can sometimes take on a whole different meaning than what it is typically
viewed as in the West, with the Western concept of corruption being sometimes tolerated,
depending on the circumstances. And so, while potentially detrimental to economic
growth, corruption in the Western sense of the term could remain in place to some
extent even if political elites show a commitment to clean, transparent government.

The historical “democracy deficit” of the MENA states has clearly kept many
autocrats (and until recently, a couple of others) from being held to account for their
failure to deliver economic growth, as well as major improvement in other human
development indicators. The chilling effect of the broader lack of political freedoms in a
number of countries in the region, as manifested by the widespread reports of journalists,
writers, and activists being arrested and/or beaten, has also contributed to the lack of
accountability for poor governance, as many potential critics are frightened into silence,
lest they run afoul of the state. And on a microlevel, evidence appears to exist thatalack of
political freedom has a strongly negative effect on the governing competence of the state.
In their paper, Civil Liberties, Democracy, and the Performance of Government Projects,
Jonathan Isham, Daniel Kaufmann, and Lant H. Pritchett sought to examine the relative
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effectiveness of World Bank-financed government projects in nations that do and don’t
possess civil liberties, human rights achievement, media pluralism, and the freedom to
organize, after controlling for economic, project, and regional variables. While the study
found little relationship between the freedom to organize and performance, it found a
moderately positive relationship with human rights achievement, and a highly positive
relationship with civil liberties and media pluralism (229-230).

Given the evidence, sound arguments exist for all three of the analyzed factors —
unsound economics doctrines, rampant corruption, and a lack of political accountability
- having a harmful effect on the quality of governance in MENA countries, and thereby
damaging economic growth. But at first glance at least, economic policy appears to be the
largest culprit, given that it can be harmful not only in its own right, but to the extent that
it can aggravate the other two factors. Given the extent of the cultural roots of corruptions
in many MENA nations, it could be argued that the most effective solution for minimizing
its economic impact is to migrate away from a centrally-planned economy and thereby
eliminating the power of fallible government officials to “manage” the economy. And
to the extent that misguided economic policies can stunt socioeconomic development,
they can also inhibit a variety of factors (higher education levels, a more developed civil
society, greater exposure to the outside world) that serve to increase the demand for
political reform. Thus, while the effects of an improved economic policy on the general
quality of governance may vary tremendously from nation to nation, its positive ripple
effects are likely to be considerable.

One of the important concerns in estimating the governance growth relationship
is the reverse causality problem. The work of Chong and Calderon (2000) shows that
poor economic performance leads to poor institutional development. In other words,
the relationship between growth and governance is a two-way causation and the correct
estimation of this relationship requires the correct methodology that picks up this
reverse causality. The econometric model presented in the next section will deal with
such simultaneous causality problem.

6. Econometric Model

Using the Ordinary Least Squares (OLS) and the Two-stages Least Squares (TSLS)
methodologies, the causal effect of governance on per capita income is estimated with a
cross-sectional data set of 197 countries in 2009. Next, the estimation results are used to
interpret the relationship between governance and growth for 22 MENA‘® countries.
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Following Kaufmann and Kraay (2002), equation (1) below provides a
parsimonious specification of the model;

predp, =a+ [ gov, +e <1>

Where pgdp is the log per capita income, gov is governance, e represents all
the other factors not included in this parsimonious equation, and finally the subscripts
i represents the cross sections, or countries.

The above model is complemented with the following equation;
. (2)
gov = gov, + i
Where gov* refers to the observed governance which is a noisy measure of actual
governance and with a measurement error u. The measurement error is assumed to have
a zero mean and variance o°, .

The main aim of the model above is to estimate the impact of governance on
per capita income over the long run. The governance indicator covers six main areas
of governance including voice and accountability, political stability, government
effectiveness, rule of law, regulatory quality, and control of corruption. Accordingly,
equation (1) above is estimated six times for each type of governance in a turn.

The second part of the empirical model aims at estimating the reverse causality,
the impact of income per capita on governance. This relationship is represented by
equation <3> as follows;

gov, — g + 3 redp  + &5 x, o <3>

Where gov and pgdp are as defined above and x represents geographic location
measured in latitudes. Similar to e in equation (1) above, v is the measurement error
term with zero mean and a variance 07, and it captures all other factors not included in
this simple parsimonious model. Following Kauffman and Kraay (2002), it is assumed
that the error terms, or the omitted variables, of equations (1) and (3) could be correlated
together such that Zlevl— ,.o..o. and this allows for the possibility that other factors
affecting income per capita could be related with other factors affecting governance.
Finally, as in equation (2) above, the observed level of per capita income pgdp* is a
noisy measure of actual per capita income such that;
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pgdp’ = pgdp, +w, (4)

where w refers to the measurement error with zero mean and variance o The
leading study by Acemoglu et al. (2001) uses settler mortality as an instrument for
institutions assuming a high the settler mortality in a country is an indication of bad
institutions. Hall and Jones (1999) have used colonial origin measured by the percentage
of the population speaking a major European language. Kaufman and Kraay (2002) in
their sample of 156 countries, use tropical location and colonial origin to impute the
missing values of Acemoglu’s settler mortality data that is only available for 56 countries.
Moreover, Easterly and Levine (200 3) find that tropics, germs, and crops have an indirect
effect on development that passes through institutions.

Based on previous empirical literature on institutions, geographic location
or tropical location is proved to be correlated with the level of governance and can
be assumed as an exogenous variable in equation (3), or not correlated with other
factors affecting per capita GDP of equation (1). Accordingly, without going through
the relevance and exogeneity tests it is fair to assume that x is a valid instrument for
governance.

Regarding the data set used in this study, it consists of cross-sectional
observations for 197 countries for the latest available data on governance in 2009.
The parsimonious model under study includes economic growth as the dependent
variable measured as the log of per capita GDP (constant 2000 US$) and taken from
the World Development Indicators (WDI) of the World Bank database. Data on
the six areas of governance including voice and accountability, political stability,
government effectiveness, regulatory quality, rule of law, and corruption are all taken
from the Worldwide Governance Indicators (WGI) project, World Bank database and
constructed by Kaufman, Aary, and Massimo <2012>. Finally, data on latitudes were
taken from the CEPII research center databases®.

7. Estimation of the Econometric Model
The main aim of the model represented in equation (1) is to estimate the impact

of different areas of governance on economic growth. The equation was estimated six
times with the log of per capita GDP as the dependent variable each time and the six
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types of governance as regressors each one in a turn. Table (1) below shows the results
of estimating equation (1) using both the Ordinary Least Squares (OLS) as well as Two-
stage Least Squares (TSLS). In line with previous empirical research, our results confirm
the positive impact of improving governance on log of per capita GDP. All the coefficients
show a positive and a statistical significant impact of governance on economic growth.
For instance, using OLS Column (1) shows that a one standard deviation increase in
regulatory quality measure increases per capita income by nearly threefold in the very
long run. Similar magnitude is shown for the impact of rule of law measure on per capita
income.

Using country latitudes as the selected instrument, Column (2) of Table (1)
shows the results of the TSLS. Two things to notice about the results; first the signs of
all the six governance measures are positive and statistically significant confirming the
results of the OLS. Secondly, in line with Kaufmann and Kraay (2002), the estimated
coeflicients of the TSLS are larger than the OLS. For instance, using the TSLS, the impact
of one standard deviation increase in the rule of law measure leads to eight fold increase
in per capita income in the very long run as compared with only three folds using OLS.

The second part of this section is concerned with estimating the reverse causality
from per capita income to governance. The main idea behind this estimation is to check
whether the increase in income can lead to a better improvement in governance or not.
By observing the performance of developed countries for instance, it is expected that
countries with high income levels are also able to buy high quality governance. Table
2 below shows the results of estimating equation (3) six times with each governance
indicator as the dependent variable in a turn and per capita income and latitudes as
independent variables. For the sake of brevity, column (1) of the table below shows the
estimates of y in equation (3). As obvious from the results, the increase in per capita
income has a positive and a statistically significant impact on all governance measures.
For instance, if an economy is to double its per capita income, it can increase the voice
and accountability measure by about 0.28 points. Similarly, doubling per capita income
leads to around 0.34 increases in government effectiveness measure®.
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Table (1): The Causal Effect of Governance on Income Per Capita

Regressors Ordinary Least Two-stage
Squares Least Squares
(1) (2)
Intercept 7.932 7.987
(0.091) (0.199)
Voice and 0.992 3492
Accountability (0.093) (1.168)
No. of observation 189 189
R* 0.38 0.38
Intercept 7.938 8.025
(0.091) (0.248)
Political Stability 1.037 4.256
(0.095) (1.789)
No. of observation 189 189
R’ 0.39 0.39
Intercept 7.883 7.880
(0.065) (0.071)
Gove{nment 1353 1747
Effectiveness (0.067) (0.217)
No. of observation 188 188
S 0.69 0.63
Intercept 7.868 7.859
(0.074) (0.079)
Regulatory 1.279 1.660
Quality (0.077) (0.230)
No. of observation 188 188
R? 0.59 0.54
Intercept 7.929 7.936
(0.068) (0.077)
Rule of Law 1.327 1.836
(0.070) (0.244)
No. of observation 189 189
R? 0.66 0.56
Intercept 7.894 7.891
(0.078) (0.110)
Control of 1.178 2.242
Corruption (0.079) (0.434)
No. of observation 188 188
R? 0.55 0.10

Notes: The dependent variable is log per capita GDP. The table summarizes
the results of running six different regressions. The numbers in parentheses
are the standard errors.
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The results of the reverse causality suggest that there is also a feedback from
income to governance. An exogenous increase in income, from multilateral aids for
instance, leads to better governance. Thus the results suggest the presence of simultaneous
causality between income and governance such that economic growth feeds in enhanced
institutions.

Table (2): The Causal Effect of Income Per Capita on Governance

Dependent Variables Ordinary Least No. O.f R?
Squares observations

. - 0.380

Voice and Accountability (0.036) 189 0.38

Political Stability (8'331) 189 0.39
. 0.510

Government Effectiveness (0.025) 188 0.69
0.465

Regulatory Quality (0028) 188 0.59
0.497

Rule of Law (0.026) 189 0.66
. 0.464

Control of Corruption (0.031) 188 0.55

Notes: The numbers in parentheses are the standard errors.

Given the fact that finding an instrument for per capita GDP is not an easy task,
Kaufmann and Kraay (2002) © methodology is used to infer the slope of the effect of
income on governance indirectly through comparison of OLS and IV results.

Using sample information, the parameters w, y, 8, and 0, of the reverse causality
(equation 3) are estimated using the estimated intercepts, slopes, and variance of the
error terms of the first and second stage regressions of the impact of governance on
income . To do this, Equations 4 and 5 of Kaufmann and Kraay (2002) are written in a
reduced form in terms of observables as shown below,

e, =A—3B) ' (u+yroa+S x, +y e, +v,)+ u, <5>
2 = A= (x + e+ BS x, v e, + 5 v+ w, (6)

(7)

AV, = o + SF =, v e, — fF xe, +
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Table (3): Definitions of Parameters

Parameter Definition
and & Intercept, income slope, geographic location slope of Equation 2. Those three
W intercepts we need to find them using other parameters, or sample information.
02v Variance of the error term of Equation 2.
o, B Intercept and slope respectively of the second -stage regression (Equation 1)
0 Correlation between the error terms in equation (1) and ( 3). Estimated to
range from -0.20 to 0.20
5 Variance of the residual of the second stage regression which, from Equation
(0
e 7,is equal to 0% + 2 0% +O?
€ u W
Variance of the measurement error in governance (From the data rule of law
02u index has a standard deviation equal to 0.17). Parameters are estimated using
arange from 0.17 to 0.34
02W Variance of the measurement error in log per capita GDP, assumed equal to 0.20
— Intercept and slope of the first stage regression of governance on the instrument
o x, or the latitude variable.
o Variance of the residual of the first stage regression of governance on the
2 instrument x or the latitude variable.
Bos Slope coefficient of the OLS regression of log per capita GDP on governance.
sz Variance of the instrument or the variance of the latitude variable

Source: Author research

Solving the above three equations with variances and covariances, the Kaufmann
and Kraay (2002) get the following three parameters,

~

7Ty

5
1—0

b2

(8)

) rlel+2po,c, ol

0-2 1-yp O (9)

2ol + yol + fol + A+ yB)po.o,
S’cl vyl +ol +2ypo,0, +(1— ) o

§ (10)

u

/BOLS =
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Where m, is the slope coefficient of the first stage regression, {3 is the slope coefficient
of the OLS regression of log per capita GDP on governance, and o is the variance of the

residual of the first stage regression of governance on the instrument x or the latitude

variable. Finally the intercept coefficient u, of the reverse causality regression can be
computed from the estimated coefficient as equal to .. — 1<, ca — 5551 — ser . For
convenience, the definitions of all parameters are shown in Table 3 below.

Having equations (8) through (10) at hand and assuming values for the variance
of the measurement error in governance, Ozu, and the correlation between the error terms

of equation <1> and ( 3), p, the parameters vy, , and Ozv, and can be estimated as shown
in Tables 4 and 5 below.

Following Kaufmann and Kraay (2002), given the high correlation between
the rule of law index and the other governance indicators, it is used in running the
experiments below. From the data, rule of law index has a standard deviation,o , , equal
to 0.17. As shown in Table 4, the first experiment is run assuming a range for o, , from

0.17 to 0.34 holding the coeflicient p constant at zero.

Table (4): Estimating the Coefficients of the Second Stage Regression (holdingp - 0)

Estimated Parameters Assigned Values To 0,

p=0 0.17 0.198 0.226 0.254 0.282 0.310 0.34
Y 0.1056 0.0984 0.0915 0.0847 0.0784 0.0724 0.0658
d 0.0153 0.0151 0.0149 0.0148 0.0146 0.0145 0.0143
o, 1.0204 1.0227 1.0258 1.0298 1.0347 1.0404 1.0470

Source: Author calculation

The results of Table 4 shows that holding p constant at zero, over the range of
values for o, the impact of the log of per capita GDP on the governance indicator is
positive though with a small magnitude. In other words, as the measurement error in
the rule of law index increases from 0.17 to 0.34, the impact of per capita income on
governance decreases from about 0.11 to 0.07. Furthermore, as the measurement error

in rule of law increases, the impact of geography on governance,, decreases and the
variance of the error term, o, increases.
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Next the second experiment is undertaken assuming hypothetical values for

p, ranging from -0.20 to 0.20, holding o, constant at 0.17. As shown in Table 5, the
higher the correlation between the error terms of the per capita income equation and
the governance equation, the higher is the estimated magnitude of per capita income
on governance, the higher is the estimated impact of geography on governance, and the
higher is the variance of the error term.

Table (5): Estimating the Coefficients of the Second Stage Regression

(holding ¢, =0.17)

Assigned Values To p
0, =0.17 -0.20 ~0.10 0 0.10 0.20
Y 0.0147 0.0590 0.1056 0.1560 0.2121
o 0.0131 0.0142 0.0153 0.0165 0.0178
o, 0.9623 0.9864 1.0204 1.0663 1.1271

Source: Author calculation

The calibrated results of Tables 4 and 5 confirms that the reverse causality from
per capita income to governance is positive however, and as expected, the magnitudes
are much smaller as compared to the estimated of Table 2 using OLS. According to the
estimates of Table 2, the effect of per capita income on the different areas of governance
ranges from 0.38 for the voice and accountability index, to 0.510 for the government
effectiveness index. Comparing these magnitudes to the calibrated results, In addition, if
we assume that the measurement error in the rule of law index is at its assumed highest
value of 0.34, the impact of per capita income on governance is still positive reaching a
minimum of 0.0658. In addition, in worst case scenario when the correlation between
the error terms reaches its highest at 0.20 the impact of per capita income on governance
does not exceed 0.2121.

Comparing the results of the estimation versus the calibration of the reverse
causality, the results of the estimation, Table 2, suggest that an exogenous doubling
income leads to about 0.35 increase in the rule of law index while the calibration suggests
that the increase in the index ranges from 0.04 to 0.07 depending on the degree of this
index measurement error, and ranges from 0.01 to 0.15 depending on the degree of
correlation between the error terms of equations (1) and (3). In any case, the calibration
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proved that the results of Table (2) are picking up the simultaneous causality between
the per capita income and governance such that the factors affecting per capita income
are also affecting governance. Furthermore, the calibration of the parameters prove that
increasing per capita income has a relatively small impact on improving governance,
represented by the rule of law. This implies, depending on income only to improve
governance in developing countries is not enough but a direct intervention in improving
governance in developing is required.

8. Analysis of the Results: The Case of MENA countries

Most MENA countries have low levels of governance for their per capita
income levels. In other words, with their given governance levels, MENA countries are
performing above the average income levels for all countries in the sample. Using the
estimated coefficients for Equation (3), the income effect, geography effect, and the
effect of other factors are computed in Table (2) of the appendix. As the table shows,
the income effect is positive implying a one unit increase in the log of GDP per capita
improves governance. Similarly the geography effect is positive for all MENA countries,
as expected. The effect of other factors ranges from positive to negative impacts on
governance.

The results of Table (2) of the appendix are graphical represented in Figure
(1) below where the impact of income and geography on rule of law, as a proxy for
governance, is estimated. As shown on the bar chart, the impact of income on governance
is positive for all MENA countries where share of income in explaining governance was
the highest for Kuwait, Quatar, United Arab Emirates, Oman, and Israel.

Furthermore, Figure (1) shows that the impact of geography on governance is
positive with the highest impact in Turkey, Tunisia, Algeria, Malta, and Iran. Finally, the
combined effect of other factors such as culture, life expectancy, population size, trade
openness, peace years, unemployment rate, and exchange rate on governance ranges
between positive and negative impacts with the highest positive impact in Malta and
Iraq, and highest negative impact in Egypt.
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Figure (1)
Estimating Reverse Causality in MENA Countries
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Figures 2 through 4 show the estimation of log per capita income regression
on the six governance measures with a 95% confidence interval. Concerning the voice
and accountability measure, as obvious from the graph on the left of Figure 1, almost all
MENA states lie above the average estimated income per capita for all the countries in the
sample. This is very obvious for countries such as Qatar, Bahrain, Kuwait, Oman, Libya,
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and Saudi Arabia. Few countries in the MENA region performed below the average of
the 197 countries in the sample in terms of the voice and accountability measure. More
specifically, only three countries out of the 22 MENA countries, namely Djibouti, Iraq,
and Yemen, lie below the regression line. Similarly, with the exception of Djibouti and
Yemen, most of the MENA states lie above the average of the 197 countries in terms of
political stability measure.

A striking feature of this figure suggest that except for only two countries,
namely Cyprus and Israel, all of the MENA countries have a below zero of the voice
and accountability measure. Moreover, except for Libya, Oman, Qatar, United Arab
Emirates, all countries are around the zero political stability no violence measure. This
feature suggests that for many MENA countries, the estimated high per capita income is
derived from other sources other than firm governance.

Figure 2: Voice & Accountability and Political Stability MENA countries
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countries namely Cyprus Jordan, Morocco, and Tunisia, all the MENA states perform on
or above the fitted per capita regression line. A country such as Libya with a low measure
of government effectiveness performs a way above the average of the sample per capita
income. Similarly, regarding the regulatory quality measure, Libya is a way above the
average of the sample per capita income while countries such as Egypt, Tunis, and Yemen
perform relatively below the average per capita income of all the countries in the sample.

Figure 3: Government Effectiveness and Regulatory Quality in MENA countries
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Next, regarding the performance of MENA countries in the rule of law measure,
as obvious from the left panel of Figure 3, despite the fact that only ten countries in
the MENA region are scoring above zero on the rule of law measure, the majority of
the sample are performing above the fitted regression line. For example, countries such
as Lebanon and Libya with a rule of law score of only -0.63 and -0.75 respectively are
performing highly above the regression line.
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Figure 4: Rule of Law and Corruption in MENA countries
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Finally, despite the fact that almost half of the MENA countries are performing
poorly on the corruption measure only five countries (namely Djibouti, Jordan, Morocco,
West Bank and Gaza and Yemen) are performing below the regression line.

9. Conclusion & Recommendation

A variety of factors have been responsible for the failure of the governments of
various MENA states to provide the kind of sound governance for their populations that
can deliver strong economic growth and meaningful upward mobility. As previously
noted, the largest of these factors include the implementation of misguided economic
policies that distorted resource allocation; rampant corruption and cronyism; and
a general lack of accountability caused in large part by a shortage of democracy and
political freedom.
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Nonetheless, in spite of these crippling factors, numerous MENA countries
have estimated per capita income levels that are above the estimated average for the
197 countries in the sample. This implies that many MENA countries have achieved a
relatively high standard of living for their citizens thanks to other factors, such as an
abundance of natural resources. Libya, Saudi Arabia, Kuwait, Oman, Bahrain, and United
Arab Emirates depend on oil exports as their main source of income. Meanwhile, major
sources of income for Egypt include tourism, remittances from Egyptians working abroad,
revenues from the Suez Canal, and oil. Progress towards the formation of democratic
institutions that could produce greater government accountability, as well as a more
stable foundation for an elevated standard of living, has been very slow in most MENA
countries, with citizens enjoying relatively limited amounts of social, economic, and
political freedom. A fragile standard of living, easily upended by economic shocks such as
rising food costs, was a key factor behind the Tunisian, Egyptian, and Libyan uprisings.

The main implication of this study is that strong efforts are needed within
MENA countries to improve the quality and effectiveness of regulatory mechanisms; to
bring down corruption levels, to strengthen the rule of law, to achieve political stability
and reduce internal violence; and to make governments more accountable to their own
citizens. Furthermore, an exogenous increase in income - through multilateral aid, for
instance — will feed in better governance. A future extension of this study will work on
testing the effect of multilateral aid in improving governance in the MENA countries.

Footnotes

(1) Algeria, Bahrain, Cyprus, Djibouti, Egypt, Iran, Iraq, Israel, Jordan, Kuwait,
Lebanon, Libya, Morocco, Oman, Qatar, Saudi Arabia, Syria, Tunisia, Turkey, United
Arab Emirates, West Bank and Gaza, and Yemen.

(2) Algeria, Bahrain, Cyprus, Djibouti, Egypt, Iran, Iraq, Israel, Jordan, Kuwait,
Lebanon, Libya, Morocco, Oman, Qatar, Saudi Arabia, Syria, Tunisia, Turkey, United
Arab Emirates, West Bank and Gaza, and Yemen.

(3) Centre d>Etudes Prospectives et d>Informations Internationales (EPII) http://www.
cepii.fr/anglaisgraph/bdd/bdd htm

(4) Doubling per capita income implies computing log (2) which is equal to 0.69, then
multiplied by the y coefficient of equation (3).

(5) More details on the model are available on Kaufmann and Kraay (2002) paper.
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APPENDIX

Table (6): List of MENA Countries
in the Sample

country Code
1 | Algeria DZA
2 | Bahrain BHR
3 | Cyprus CYP
4 | Djibouti DJI
5 | Egypt EGY
6 | Iran IRN
7 | Iraq IRQ
8 | Israel ISR
Jordan JOR
10 | Kuwait KWT
11 | Lebanon LBN
12 | Libyan Arab Jamahiriya LBY
13 | Malta MLT
14 | Morocco MAR
15 | Oman OMN
16 | Qatar QAT
17 | Saudi Arabia SAU
18 | Syrian Arab Republic SYR
19 | Tunisia TUN
20 | Turkey TUR
21 | United Arab Emirates ARE
22 | Yemen YEM
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Table (7). Estimating the Reverse Causality Regression for MENA
countries Using Sample Information

Countries Per-Capita Geography Estimated Rule Estimated
Income (Latitude) of Law Error Term

ALGERIA 0.708 0.656 -0.482 0.250
BAHRAIN 0.901 0.466 -0.479 0.029
DJIBOUTI 0.887 0.626 -0.333 0.830
EGYPT 0.627 0.206 -1.012 -0.363
IRAN 0.694 0.535 -0.616 -0.590
IRAQ 0.708 0.635 -0.503 0.398
ISRAEL 0.609 0.593 -0.643 1.187
JORDAN 0.920 0.571 -0.354 0.479
KUWAIT 0.721 0.569 -0.556 -0.178
LEBANON 0.996 0.522 -0.327 0.263
LIBYA 0.806 0.603 -0.437 0.199
MALTA 0.824 0.583 -0.439 0.314
MOROCCO 0.855 0.639 -0.352 1.159
OMAN 0.689 0.606 -0.550 -0.393
QATAR 0.933 0.420 -0.492 0.191
SAUDI ARABIA 0.972 0.449 -0.424 0.535
SYRIA 0.847 0.439 -0.560 -0.436
TUNISIA 0.668 0.596 -0.581 -0.115
UNITED ARAB EMIRATES 0.731 0.656 -0.459 -0.240
YEMEN 0.780 0.730 -0.335 -0.213

Source: Author calculation
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Impact of Exchange Rate Volatility on Macroeconomic
Performance in Sudan

Ebaidalla Mahjoub *
Abstract

This paper investigates the impact of exchange rate volatility on macroeconomic performance
in Sudan, focusing on three key indicators namely, economic growth, foreign direct investment
(FDI) and trade balance, during the period (1979-2009). The study measures the volatility
of real effective exchange rate (REER) using the Generalized Autoregressive Conditional
Heteroscedasticity (GARCH) model. The results reveal that REER volatility has negative
and significant impact on the flow of FDI into Sudan, in the short and long-run. This implies
that volatility of REER has played a crucial role in fluctuations of FDI inflows during the last
decades. The results also point out that volatility of exchange rate has no significant impact
on economic growth and current account balance. Moreover, the results of the robustness
checks of variance decomposition and impulse response function analysis confirm the
findings of cointegration and error correction model. Finally, the paper recommended that
systematic currency devaluations should be avoided to mitigate the unfavorable impact on
REER volatility. Thus, policymakers need to adopt inflation targeting strategy in addition
to the autonomy of the monetary policy. Further, diversification of the economy should be
considered as top priority within the development agenda.
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1. Introduction

The impact of exchange rate volatility on macroeconomic variables has become
a subject of increasing debate in recent decades, in both developing and advanced
countries. Advocates of fixed exchange rate argue that exchange rate stability enhances
exports and provides attractive environment for the flows of international capital like
foreign direct investment (FDI), and eventually stimulates economic growth. In their
view, volatile and unpredictable exchange rate maylead to many harmful macroeconomic
consequences such as, volatility of prices and output, deterioration of total exports, as
well as worsening the external competitiveness (Gylfason (2000), Rose (2000), Frankel
and Rose (2002) and De Grauwe and Schnabl (2004)). On the other hand, proponents
of floating exchange rate regime believed that exchange rate flexibility helps balance of
payment adjustment in response to external shocks and positively influence the trade
volume and economic growth (Friedman (1953), Fischer (2001), Edwards and Levy-
Yeyati (2003)).

Like other developing countries that face the challenge of improving balance
of payments and stimulating economic growth, Sudan has adopted a number of
different exchange rate regimes over the last five decades. These systems included the
fixed, floating and dual exchange rate regimes. For example, following independence
in 1956, and up to early 1979, Sudan had adopted fixed exchange rate. Thereafter, in
September 1979, the government shifted from fixed to flexible exchange rate system,
with the support of IMF and World Bank’ structural adjustment programs. Since then,
the exchange rate has witnessed continuous devaluations and interventions. However,
these changes in exchange rate have been accompanied by considerable fluctuations in
the macroeconomic indicators, such as, economic growth, foreign trade and foreign
direct investment (FDI).

Based on the above, the main question of this study is: What is the impact of real
effective exchange rate volatility on the main macroeconomic indicators such as, economic
growth, FDI and foreign trade? To answer this question, the study used annual data over
the period 1979-2009, employing cointegration and Error Correction Model (ECM) in
addition to Variance Decomposition (VD) and Impulse Response Function (IRF).

The contribution of this paper is to fill a gap in literature on the impact of
exchange rate volatility, as most of empirical studies on exchange rate in Sudan have
focused on identifying the determinants of equilibrium exchange rate and the extent
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of its misalignment (e.g. Abdallh (2009). In addition, many factors have been blamed
as major variables that responsible for disappointing economic performance in Sudan;
nevertheless, the effect of exchange rate volatility has not been adequately studied.
Moreover, Sudan’ economy is now experiencing a sharp decrease in foreign exchange
reserves due to the loss of most of the oil resources as a result of the secession of South
Sudan‘. Therefore, understanding the impact of exchange rate volatility would help in
guiding appropriate exchange policies that foster exports’ competitiveness, and attract
foreign financial sources such as, FDI and migrants’ remittances.

The remainder of this paper will be organized as follows: section two reviews
exchange rate policies in Sudan. Section three outlines the theoretical and empirical
literature on the relationship between exchange rate fluctuations and macroeconomic
indicators. Section four discusses data and research methodology and section five
presents the empirical results. Section six ends with conclusion, policy recommendations
and suggestions for further research.

2. Exchange Rate Policy in Sudan: An Overview

Since long, the exchange rate market in Sudan has undergone numerous policy
interventions. Throughout the period 1956-1979, the exchange rate has been pegged
at a fixed rate, approximately with a proportion of: one Sudanese pound to 2.85 US
dollar. In 1979, the government shifted to floating exchange rate system aiming at
recovering the economy, as the country during seventies’ decade has witnessed many
economic problems including, fiscal deficit, external disequilibrium, high inflation rates
and mounting external debts (Ali, 1985) Thus, the government has launched the first
version of the stabilization and liberalization programs, which focused on the exchange
rate devaluation as a key policy tool for economic recovery. Therefore, the exchange rate
has been devalued to the rate of one US dollar equivalent to 0.35 Sudanese pounds. The
main goal of this policy was to reduce the external imbalances through encouraging the
volume of exports, and attracting private international capital, such as, remittances of
Sudanese nationals working abroad (SNWA ) (Elbadawi, 1994).

Throughout the 1980s, the exchange rate in Sudan experienced a series of
devaluations, owing to the economic and political instabilities. Notably, the country
during 1980s had experienced many factors affecting economic performance, such as,
drought and famines in 1984-1985 and the eruption of the second civil war in 1983.
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The country, therefore, has suffered from a severe lack of foreign reserves and relied
mainly on foreign aid in financing development projects. As such, the exchange rate was
devalued in 1985 by 48 percent, with the official rate set at LS2.5/US$ and the parallel
at LS3.3/US$. By the end of 1980s the black market was active, and the speculation of
foreign currency and nontradable goods were the dominant activities; thereby causing
the black market exchange rate to be set at more than L520/$ in the late 1989.

In the early 1990s, the economy had seen several transformations, notably the
transition from the state control policies that characterized the period of 1970s and 1980s
to the free market polices. The Salvation Revolution government of 1989 has launched
many economic recovery programs, which aimed at encouraging the export through
stabilizing the exchange rates. The Comprehensive National Strategy (CNS) of 1992-
2002 was an ambitious one. The CNS had focused on liberalization of trade and exchange
rate, liberalization of the financial sector, removing of agricultural subsidies, reducing
trade tariffs and privatization of inefficient public enterprises. Accordingly, the exchange
rate policy has received considerable attentions from the government, because it was
believed to be a core factor affecting the economic instability. Thus, at the beginning of
the economic recovery program of 1990, the black market exchange was prohibited as
an illegal practice and the government implemented strict punishment to the illegitimate
exchange dealers; thus, all foreign exchange transactions were confined to the licensed
commercial banks. Despite these measures, the exchange rate reported higher rates in
the early 1990s compared to the period of 1980s.

In the second half of 1990s, the exchange rate witnessed a remarkable stability
owing to the flow of FDI and the commercial exploitation of oil in 1999. Notably, the
flow of oil revenues has brought to the economy a huge amount of foreign reserves. As a
result, the exchange rate saw substantial stability with a limit rate at LS2650-2600 per US
dollar during 2000-2003. It is worth mentioning that, oil exports in the early 2000-2007
became the major source of foreign exchange and accounted for around 85% of the total
value of exports. Accordingly, during such period the Central Bank of Sudan has adopted
managed floating exchange regime. Moreover, during the period that was accompanied by
oil exportation, the economy witnessed a favorable economic performance. For example,
the country reported a positive and high economic growth rate, leading Sudan to be one
of the fastest growing countries in the region (World Bank, 2008). The rate of inflation
also declined to one digit in such period. Nevertheless, other sectors of the economy, like
agriculture have deteriorated severely, and they might be influenced by the windfall of
oil, which appreciated the exchange rate and hence, reduced its competitiveness. This
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appreciation of the exchange rate in that period has been suspected as symptoms of the
Dutch disease (Abdallh, 2009). In fact, the share of the agricultural sector in GDP and
total exports has declined sharply after oil exploitation.

During the period 2008-2010, the exchange rate has seen many fluctuations
owing to the reduction in oil prices due to global economic crisis. As a result of declining
in the flow of foreign currencies, numerous exchange markets have been emerged in such
period, including official and black market. Recently, in the aftermath of the secession
of South Sudan in July 2011, Sudan has suffered from many economic challenges owing
to the sudden stop of oil revenues. Therefore, the exchange rate has depreciated rapidly,
leading to increase in the black market premium. In response to such situation, in last
June 2012 the authorities have adopted a new exchange rate measure, which devalued
the currency to the rate of SDG4.42/US$.

Overall, it was observed that the exchange rate in Sudan has seen a continuous
devaluation since 1979, particularly in the period which preceded the oil exploitation.
Annex (IV), reveals that the nominal exchange rate reported positive trend with a slight
increase during the period 1979-1991, with a rate which did not exceed LS500/USS$.
After the economic liberalization policies of 1992 and up to 1996, the exchange rate
has depreciated dramatically reaching about LS2000/US$ in 1997. However, during the
period of managed floating exchange rate regime and oil exploitation (i.e, 1997-2007),
the exchange rate was stable at the rate of 2.5SDG/US$ on average and then decreased
subsequently to about SDG2/US$ in 2008 (see, Annex (IV)).

3. Literature Review

Since the Breakdown of Breton Woods system of pegged exchange rates and the
switch to floating exchange rates in the early 1970s, the effect of exchange rate volatility
on economic performance has become a subject of interest for both policy makers and
researchers. Therefore, a huge body of empirical studies has grown in recent decades
on the effect exchange rate variability on macroeconomic indicators, such as economic
growth, trade and FDI. Despite the extensive and diversified literature on this issue,
the existing evidence is far from any consensus. This disagreement is attributed to the
difference in models specification, sample period, methods of measuring exchange rate
volatility and macroeconomic indicators considered. In this section, we briefly review the
theoretical and empirical arguments on the impact of exchange rate volatility on three main
macroeconomic variables namely, economic growth, trade and foreign direct investment.
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First, the relationship between exchange rate volatility and economic growth
has received a relatively little attention from both theoretical and empirical perspectives.
This is because, the exchange rate is considered as nominal variable and not related to the
long-term real growth performance (Levy-Yeyati and Sturzenegger (2002) and Bayoumi
and Eichengreen (1994)). However, the general consensus between economists is that
the impact of exchange rate volatility on economic growth depends on the type of the
exchange rate regime which the economy adopts. Economists who are in favor of fixed
exchange rate regime (e.g McKinnon (1963), Mundell (1973), Rose (2000) and Frankel
and Rose (2002)) argue that exchange rate stability is conducive to economic growth
through its positive impact on trade and investment. In their view, a stable exchange rate
reduces price uncertainty and real interest rates volatility and improves the efficiency of
price mechanisms at international level; hence, contributing significantly to economic
stability and growth (De Grauwe, 2005; Schnabl, 2008). By contrast, the supporters of
flexible exchange rate (e.g. Meade (1951), Friedman (1953), Fischer (2001) and Levy-
Yeyati and Sturzenegger (2002)) argued that the volatility of exchange rate reduce the
negative impact of real asymmetric shocks on local and external disequilibrium. That is,
in a case of real asymmetric shocks, if prices and wages adjust slowly, flexible exchange
rates can adjust relative international prices to compensate for output losses (Mundell,
1961 and Arratibel 2011). Moreover, Ghosh et al. (1996) show that a pegged exchange
rate may distort price signals in the economy by creating misalignment of the real
exchange rate, and in turn leads to inefficient allocation of resources across sectors.

Empirical evidence on the other hand, also offers mixed findings regarding the
impact of exchange rate volatility on growth. For example, Ghosh et al. (1997) studied
the growth performance under alternative regimes in 145 IMF-member countries
and found that there are no significant differences in output growth across exchange
regimes. They argued that pegged regimes increases investment and volatility of growth
and employment but reduce productivity growth and inflation. McKinnon and Schnabl
(2004) examined the impact of exchange rate volatility for East Asian countries. They
argued that before the Asian crisis of 1997/98 the exchange-rate stability contributed
significantly to low inflation, sound fiscal position, high investment and boosted long-
term growth. Schnabl (2007) examined the impact of exchange rate volatility on growth
for a sample of 41 countries. He found that exchange rate fluctuation works against
the adjustment of asset and labour market and in turn reducing economic growth. By
contrast, studies by Edwards and Levy-Yeyati (2003) and Levy-Yeyati and Sturzenegger
(2002) found that floating exchange rate fosters economic growth.
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Second, as for the link between exchange rate volatility and trade volume, the
literature has provided extensive evidence since the collapse of Breton-woods system of
fixed exchange rate. This is because fluctuations in exchange rate may negatively affect
the competitiveness of the tradable goods and in turn, reduce the volume of trade and
worsens the balance of payments. On the theoretical front, the literature provides a lot
of models explained the association between the exchange rate and the volume of trade.
For instance, the earlier model of Clark (1973) and Hooper and Kohlhagen (1978)
argued that exchange rate volatility increases the risk-averse traders and then squeezes
the volume of trade. Their view based on the fact that if exporter agrees on production
contract without knowing the actual situation of exchange rates and cannot hedge this
source of risk predicted, hence, an increase in exchange rate volatility negatively affect
a risk-averse exporter (Clark (1973)). Moreover, another group of theoretical models
showed that exchange rate volatility has ambiguous impact on trade, either positive or
negative (e.g. Franke (1991) and Sercu and Vanhulle (1992) and De Grauwe (1988)).
De Grauwe (1988) showed that an increase in risk has both a substitution and an
income effect. Thus, the dominance of income effects over substitution effects may lead
to positive association between trade volume and exchange rate volatility. De Grauwe
concluded that if exporters are sufficiently risk averse, an increase in exchange-rate
volatility raises the expected marginal utility of export revenue and therefore induces
them to increase their exports activities. On the other hand, if producers are not risk
averse, higher exchange rate volatility reduces the expected marginal utility of exports
revenues, and in turn leads them to produce less for exports.

On the empirical front, the evidence on the impact of exchange rate volatility
on trade also failed to reach a consensus. A survey of previous literature on this issue
yields negative and positive impacts as well as inconclusive results. Some studies have
found that exchange rate volatility exert negative impact on trade volume (e.g. Akhtar
and Hilton (1984), Peree and Steinherr (1989), Chowdhury (1993) and Lee and Saucier
(2005)). On the other hand, empirical studies by others have found that exchange rate
volatility has positive effect on trade volume, Klein (1990), Franke (1991), McKenzie
and Brooks (1997) and Kasman and Kasman (2005), among others. Moreover, another
group did not find any significant association between exchange rate volatility and trade
(e.g McKenzie (1998) and Hooper and Kohlhagen (1978)).

Finally, the link between exchange rate volatility and FDI is regarded as the one
of scant areas in literature. Most of empirical studies have focused on the level of exchange
rate (i.e. appreciation and depreciation) as a main determinant of FDI flow to the host
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countries. However, a few group of these studies stressed the impact of volatility in
attracting FDI (e g. Dixit and Pindyck (1994) and Markusen (1995)). Theoretically, the
models which link between exchange rate volatility and FDI depends on two arguments:
production flexibility argument and risk aversion argument. According to production
flexibility argument, exchange rate volatility fosters foreign direct investment, since
foreign producers are assumed to be able to adjust the use of one of their variable factors
following the realization of a stochastic input into profits (Goldberg and Kolstad (1995)).
On the other hand, according to the risk aversion theory, FDI decreases as exchange rate
volatility increases. The risk aversion theory claims that higher fluctuations in exchange
rate lower the certainty equivalent expected exchange rate, which in turn reduces FDI.
The literature; however, stated that using production flexibility approaches versus risk
aversion approaches needs to distinguish between short-term exchange rate volatility
and long-term misalignments (Goldberg and Kolstad (1995)). That is, risk-aversion
argument is more appropriate under short-run exchange rate volatility because firms
are unlikely to be capable of adjusting factors in the short-run. In the short-run, factors
of production are usually fixed; hence, firms will only be risk-averse to volatility in
their future profits. Whereas, the production flexibility argument appears to be more
appropriate under the long-term horizon because firms are now able to adjust their use
of variable factors.

Likewise, empirical evidence on the impact of exchange rate volatility on FDI
flow is mixed. For example, Cushman (1988), Stokman et al (1996) and Foad (2005)
argued that exchange rate volatility exerts positive impact on FDI flow to the host
countries. These findings based on the argument that FDI is export substitution. That
is, an increase in exchange rate volatility in the host country induces a multinational
firm to serve the host country via a local production facility rather than exports, thereby
insulating against currency risk. On the other hand, another group of empirical studies
stated that exchange rate volatility negatively affects the flow of foreign direct investment
(e.g Darby et al (1999) and Dixit and Pindyck (1994)). They claimed that a country
with a high degree of exchange rate volatility will have a high degree of currency risk,
which converts the flow of FDI to countries with more stable exchange rates.

Overall, the above discussion has revealed that the literature on the impacts of
exchange rate volatility on the real macroeconomic indicators is extensive and diversified.
However, there is a dearth of studies on such issue in Arab countries in general and Sudan
in particular. This study; therefore, would contribute to empirical literature on this issue.
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4. Model Specification, Data and Methodology
4.1. Measuring Exchange Rate Volatility

Measuring exchange rate volatility is one of the controversial issues in the recent
economic literature. Therefore, the ambiguous findings on the impact of exchange
rate volatility are attributed to the absence of a unique method of measuring volatility
(Siregar and Rajan, 2004). In the literature, there are several methods have been used for
computing exchange rate volatility, including standard deviations and Autoregressive
Conditional Heteroscedasticity (ARCH) techniques. However, methods based on
standard deviation suffer from many shortcomings. First, the standard deviation
measures of exchange rate volatility ignore relevant information on the random process
that generates the exchange rate (Jansen, 1989). Second, this method is arbitrary in
choosing the order of the moving average and noted for underestimating the effects of
volatility on decisions <Pagan and Ullah, 1988) Finally, standard deviation measure of
volatility is characterized by skewed distribution.

To overcome the methodological deficiencies of standard deviation methods,
the study uses ARCH technique introduced by Engle (1982) and later developed by
Bollerslev (1986) as the Generalized Autoregressive Conditional Heteroscedasticity
(GARCH). The advantage of the ARCH and GARCH methods over the standard
deviation measures is their ability to discriminate between predictable and unpredictable
elements in the exchange rate formation process, and therefore, they serve as accurate
measures of volatility <Arize, et al., 2000; and Darrat and Hakim 2000).

Therefore, the conditional variance of GARCH model could be specified as
follows:

h=o+pe vh, +u (1)

This equation means that the conditional variance is a function of three terms:
the mean, o; information about volatility from the previous period, measured as the lag
of the squared residual from the mean equation, ¢’ | (the ARCH term) and the variance
of previous period’s forecast error, h (the GARCH term). Accordingly, we will estimate
GARCH model on annually real effective exchange rate (REER), over the period 1979-
2009,
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4.2. Model Specification

To investigate the impact of the exchange rate volatility on macroeconomic
performance, the study focuses on the effect of exchange rate volatility on three key
macroeconomic indicators, namely, Real GDP growth, FDI flows and current account
balance. These variables are assumed to reflect the macroeconomic performance. Each
macroeconomic variable under investigation will be considered as a dependent variable
to be explained by REER volatility beside other relevant control variables, which are
supported by theoretical and empirical literature.

First, the impact of exchange rate volatility on real output growth will be
examined through estimation of the following model:

y,=BX +dEV, +¢, (2)

Where y is the real GDP growth, X is the vector of control variables, EV is the
volatility of real effective exchange rate and ¢ is the error term. The control variables
include inflation rate, trade openness, domestic investment and government expenditure.
The model also involves two dummy variables, one to capture the announcement of
full floating exchange rate in 1992 and the other to indicate the adoption of managed
floating exchange rate after oil exploitation in 1999 The first dummy variable takes the
value of one for 1992 and zero otherwise, while the second dummy takes the value of one
during 1999-2009. All variables will be expressed in logarithm form, except real GDP
growth which bears negative signs in some years. These variables also are selected based
on previous studies on the effect of exchange rate volatility on growth (e.g. Arratibel et
al. (2011) and Schnabel (1997))(®.

According to theoretical and empirical literature, inflation rate may have
negative or positive impact on economic growth. The trade openness also has mixed
effect on growth depending on trade policy. The domestic investment is considered as
an important factor for stimulating growth; hence its impact is expected to be positive.
The government spending is assumed to have positive impact on economic growth. The
impact of exchange rate volatility can be either positive or negative as literature provided
mixed findings.

Second, regarding the effect of exchange rate volatility on foreign direct
investment, we estimate the following equation:
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FDI = BX +OEV +¢, (3)

Where FDI is the ratio of stock of inward FDI to GDP, X is a vector of control
variables, EV is the REER volatility and ¢ is the stochastic error term. In literature a huge
set of explanatory variables have been predicted as significant variables that attracts FDI
flow into the host country. However, for the purpose of this study we focus on the most
important macro-determinants of FDI due to availability of data and their relevant to
the case of Sudan. Therefore, the control variables include real per capita GDP as proxy
for the market size, level of infrastructure, inflation rate and trade openness. We examine
the impact of structural breaks in exchange rate systems by using two dummy variables
one for the adoption of full floating and unification of exchange rate in 1992 and the
second for managed floating system during 1999-2009. All variables will be expressed in
logarithm form.

The market size measured by real GDP is supposed to increase the flow of FDI,
since foreign investors are interested where there is a large market for their product. The
levels of infrastructure would be positive as foreign investors prefer the country with
well infrastructure. Trade openness is assumed to have positive impact on FDI flow. The
impact of oil would be positive as oil exploitation attracted a huge amount of FDI in last
decade. Finally, the sign of exchange rate volatility is inconclusive as most of empirical
studies offered ambiguous results.

Finally, with respect to the impact of exchange rate volatility on trade, the
analysis will follow Arratibel et al. (2011) model. Therefore, the estimable current
account equation is specified as follows:

CA,=BX, +0EV, +¢, (4)

Where CA, is the current account balance; X is a vector of control variables
which include real per capita growth, trade openness, inflation rate and FDI; EV is REER
volatility and ¢ is the error term. We also use two structural break dummies to reflect the
adoption of dual exchange rate system during 1979-1984 and the second to capture the
announcement of full floating exchange rate in 1992.

According to economic theory, GDP growth is expected to have negative impact
on current account balance, as an increase in the level of income raises the import
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expenditure, which tends to worsen the current account. Trade openness via low trade
restriction will improve the current account balance. An increase in inflation will reduce
productivity and export competitiveness and then worsens the current account balance.
Foreign direct investment will increase the capacity of the economy to produce and
export more; hence FDI is expected to have positive impact on the current account. The
volatility of exchange rate would be either negative or positive as there is disagreement in
the literature regarding the impact of exchange rate volatility on current account.

4.3. Data and Methodology

The study utilizes the annual time series data covering the period 1979-2009.
This period is selected because since 1979 the exchange rate has seen many policy
interventions. In addition, by the end of 1970s, the country has started to suffer from
unfavorable economic situations. Moreover, this period ensures the availability of data
on the variables under investigation. The definitions and sources of the data that will be
used in the study are presented in Annex (I). The statistical description of the variables
is also depicted in Annex (II).

The descriptive statistics of all variables used in the analysis are presented in
Annex II. The results of descriptive statistics show that most of the variables have small
standard deviation, except the inflation. This result confirms the fact that Sudan economy
suffered from the problem of prices instability during last decades. Interestingly, REER
volatility registered the lowest standard deviation (0.07) among the other variables;
which may exerts a little impact on the other variables understudy.

To investigate the impact of exchange rate volatility on macroeconomic indicators,
the study uses the cointegration and error correction model (ECM). The first is used to
identify the long-run effects, while the second approach captures the short-run effects.

As is common in time series analysis, prior to estimating regression models, all
series require to be tested for the unit root to avoid the spurious regression. Therefore,
the analysis starts with identifying the order of integration of the variables, using
Augmented Dickey-Fuller (ADF) and Philips-Perron (PP) tests for unit root. Since
the unit root tests are sensitive to the lag length, the study uses the Akaike Information
Criterion (AIC) to select the optimal lag length.



Impact of Exchange Rate Volatility on Macroeconomic Performance in Sudan 85

After determination the order of integration of the variables, the next step
is to test whether the long-run relationship between the variables exists, using the
cointegration test. In addition, the cointegration analysis allows the identification of the
long-run effect of REER volatility; hence, the study employed the Johansen-Juselius
multivariate cointegration test. Before undertaking the cointegration tests, the relevant
order of the vector autoregressive (VAR) model is specified. Since the sample size is
relatively small, we have selected lag 1 for the order of the VAR as suggested by Pesaran
and Pesaran (1997).

For further inference, the study will examine the relationship between exchange
rate volatility and macroeconomic variables using Variance Decompositions (VDs)
and Impulse Response Function (IRF) analysis, based on Vector Autoregression
(VAR) model. The Variance Decompositions (VDs) and Impulse Response Function
(IRF) analysis will be used to examine the dynamic relationship between exchange rate
volatility and macroeconomic variables. The VDs approach identifies the proportion of
the movements in the variable under study that are due to their own’ shocks and shocks
to the other variables. On the other hand, IRFs traces out the effect of a one standard
deviation shock to the orthogonalized residuals of equation on current and future values
of the endogenous variables. Thus, impulse responses measure the responsiveness of
the dependent variables in the VAR to shocks to each of the variables. The analysis will
be conducted using unrestricted VAR model with four variables, including economic
growth, FDI, current account and exchange rate volatility.

It is worth mentioning that, the forecast error variance decompositions (VDCs)
and the impulse-response functions (IRFs) are derived from the vector autoregression
model (VAR). Precisely, VDCs and RIFs are the transformation of VAR model into its
moving average (MA) representation (Sims, 1980). However, the main challenge facing
employing VDCs and IRFs analysis is the selection of order of the variables in the VAR
system. This is because orthogonalisation involves the assignment of contemporaneous
correlation only to specific series. In other words, the first variable in the ordering is not
contemporaneously affected by shocks to the other variables, but shocks to the first one
do affect the other variables in the system; the second variable affects contemporaneously
the other variables (except the first one), but it is not contemporaneously affected by
them; and so on. Therefore, we follow Sims (1980) work which suggested starting with
the most exogenous variable in the system and ending with the most endogenous one.
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5. Empirical Results and Discussions

Prior to investigating the effect of exchange rate volatility, the analysis proceeds
via testing the properties of time series variables using unit root and cointegration tests.
First, the order of integration of all variables have been identified, using Augmented
Dickey-Fuller (ADF) and Philips-Perron (PP) tests. The results of the unit root test
for each variable with and without trend are reported in Table 1 in Appendix (III). The
results show that most of the series are nonstationary at level. When taking the variables
in their first difference, the results show that all variables are stationary, i.e. integrated
of order one I<1> at 5% significant level, by both ADF and PP test. Therefore, we can
conclude that all the series are integrated of order one.

Second, we applied Johansen-Juselius multivariate cointegration test to determine
whether the long run relationship between the variables exists for each model understudy.
The results of trace and maximum eigenvalue statistics obtained from the Johansen-
Juselius (JJ) method using the assumption of linear deterministic trend in the data are
presented through table 2 to 4 in Appendix (IIT).

The results of conitegration for the economic growth model show that trace statistics
indicates three cointegration relations while maximum eigenvalue statistic simultaneously
indicates two cointegration relations. For the FDI model the JJ multivariate test
indicates one cointegration relation by both trace statistics and eigenvalue. Finally, the
cointegration test for the current account model show that trace statistic indicate three
relations while maximum eigenvalue indicates one cointegration relation. Therefore, we
conclude that there is a cointegration relationship between the variables of each model
under investigation. This finding justifies the use of error correction model to investigate
the short-run impact of REER volatility on macroeconomic indicators, since according
to Engle-Granger representation (1987) theorem a cointegration relationship implies
an existence of dynamic error-correction representation.

5.1. Estimating REER volatility

The series of exchange rate volatility that used in the three equations under
consideration will be generated using GARCH model as specified in equation 1. First we
estimated the model based on GARCH (1,1) and found that the GARCH coefficient is
not significant. When estimated the model using ARCH (1) specification, the coefficient
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is significant. The results of ARCH and GARCH models are presented in Table 1 below:
Table (1): Results of GARCH Model

GARCH (1,1) Model
Regressor Coefficient z-statistics Probability
o 0.016 1.136 0.2556
B 1.260% 2.176 0.0295
Y -0.049 -0.256 0.7978
ARCH (1) Model
[} 0.015 1.535 0.1246
ﬁ 1.160% 2.250 0.0244

Note: : indicates significance at the 10% level.

Theresultin Table 1indicates that the ARCH is better than GARCH specification,
since it has a significant impact. Therefore, ARCH specification is applied in generating
the volatility of REER. The trend of REER volatility measured by the ARCH equation is
presented in Annex (V).

5.2. Exchange Rate Volatility and Economic growth
The impact of REER volatility on economic growth is investigated through the
estimation of equation (2) using cointegration and error correction model. First the results

of normalized cointegrating coefficients of growth equation are presented in Table 2.

Table (2): The Results of Long-run Analysis
(Normalized Cointegrating Coefficients )"

Variable Coefficient t-statistics Prob

Constant 7.704% % x 8.903 0.0001
INF -0.018 -0.160 0.8742
OPN 0.516% 1.820 0.0813
INV 5.390% % * 7.012 0.0001
GOV 7.691xx % 8.093 0.0001
EV -11.806 -0.450 0.6567

Note: "« indicates significance at the 1% and 10% level, respectively.

The results of long-run analysis point out that all the estimated coefficients carry
their expected signs. All the variables also are statistically significant, except inflation and



88 Ebaidalla Mahjoub

REER volatility. The result indicates that the economic growth in Sudan in the long-
run is positively influenced by trade openness, domestic investment and government
expenditure. On the other hand inflation and REER volatility have insignificant impact

on economic growth.

Having identified the long-run relationships between real economic growth and
its main determinants, the next step is to use the ECM model to identify the short-run
impact of REER volatility. The results of the estimation of the ECM model are presented

in Table 3 below:

Table (3): Estimates of the Error Correction Model: Economic Growth

The Dependant variable is GDP growth

Variable Coefficient t-statistics Prob
constant -2.836 -1.253 0.1908
GDD(-1) 0.498% 2416 0.0115
INF(-1) 0.053 1.453 0.1382
OPN(-1) 0.462%% 1.895 0.0422
INV(-1) 0.604 1,503 0.1208
GOV(-1) ~1.406% -1.735 0.0652
EV(-1) -6.364 -0.570 0.5571
Dummy-1992 2.150 0.711 0.4327
Dummy-1999-09 6.631% 1.845 0.0555
constant -2.836 -1.253 0.1908
ECT(-1) ~0.253%% % ~3.512 0.0004
R-squared 0.65
F test 3.651(0.0063)

Note: xx % x x: indicates significance at the 1%, 5% and 10% level, respectively.

The results of short-run analysis show that the model has good explanatory
power as indicated by high R-squared. Most of the variables carry their expected
sings except inflation and government spending. The results also show that the lagged
dependent variable, inflation trade openness, domestic investment have positive signs,

as suggested by previous studies on economic growth.
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The real effective exchange rate volatility has no significant impact on economic
growth. This finding could be explained by low volatility (standard deviation) of REER
exchange rate compared with the other variables as outlined in the results of descriptive
statistics (See. Annex IT).

The structural break dummies have positive signs, indicating an increase in
output growth during the adoption of dual exchange rate regime (1992-1998) and over
the period of managed exchange rate regime (1999-2009). Particularly, the sign of the
second dummy is significant suggesting that the adoption of managed floating exchange
rate in 1999 has played a significant role in stimulating output growth in Sudan.

Finally, theerror correction termisfound tobe negativeand statistically significant
confirming the long-run findings. This implies that the long-run disequilibrium in GDP
growth can be corrected each year by a proportion of about 25%, indicating that the
adjustment of growth towards long-run equilibrium needs about 0.25 year.

5.3. Exchange Rate Volatility and FDI

The impact of exchange rate volatility on the flow of foreign direct investment is
examined through the estimation of equation (3) via both cointegration and ECM. The
results of long and short run analysis are presented in Table 4 and 5, respectively.

Table (4): The Results of Long-run Analysis
(Normalized Cointegrating Coefficients)

Variable Coefficient t-statistics Prob
Constant —0.694 % % * 7.564 0.0001
GDP -0.002 -0.679 0.5036
OPN 0.005% * 3.426 0.0022
INF — 0.004 % * * -6.962 0.0001
INRA 0.249% x 6.932 0.0001
EV —2.332% % * -9.757 0.0001

Note: «xx: indicates significance at the 1% level.

The results of long-run analysis indicate that most of the variables bear their
expected signs except GDP growth. The impact of trade openness and infrastructure are
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found to be positive and significant on FDI flow into Sudan. The coefficient of inflation
is negative and significant. Interestingly, the results show that volatility of REER has
negative and significant influence on the flow of FDI. This finding implies that REER
volatility exerts negative and significant effect on FDI flow in the long-run. The higher
value of its coefficient and t test indicates that REER volatility is the most important
factor influencing the flow of FDI into Sudan.

Table (5): Estimates of the Error Correction Model: FDI Model

The Dependant variable is FDI

Variable Coefficient t-statistics Prob
constant ~0.002 -0.407 0.6879
FDI(-1) 0.993% * 4.357 0.0003
GDP(-1) -0.001 -0.562 0.5798
OPN(-1) 0.009% 1.760 0.0923
INF(-1) ~3.880 ~0.491 0.6283
INRA(-1) 0.008 1.41 0.1725
EV(-1) ~0.052% % -2.311 0.0306
Dummy-1992 0.005 0.726 0.4755
Dummy-1999-09 0.01% % 2.324 0.0298
ECT(-1) 0.015 0.858 0.4001
R-squared 0.76

F test 6.351 (0.0002)

Note: x»* % x x: indicates significance at the 1%, 5% and 10% level, respectively.

The results in Table 5 show that the model has a good explanatory power, as
indicated by squared R and the significant F statistic. Similar to the results of long-run
analysis, most of the variables have the expected signs, except GDP growth. The results
indicate that the lagged dependent variable, trade openness and level of infrastructure
have positive effects on FDI flows, as suggested by previous empirical studies of FDI. On
other hand, market size measured by real per capita growth exerts negative influence on
FDI flow but is not significant. This finding contrasting most of empirical studies; albeit
could be explained by the fact that the FDI flow into Sudan is not a market seeking and
most of it directed toward natural resources sectors such as, oil and mining.



Impact of Exchange Rate Volatility on Macroeconomic Performance in Sudan 91

Similar to results of long run analysis, the sing of exchange rate volatility is
negative and significant, indicating that exchange rate volatility discourages the flow of
FDI. This result confirms the actual situation in Sudan, since during the period of stable
exchange rate (i.e., 2000-2007), the country has received a huge amount of FDI compared
to the period of 1980s and early 1990s, which were characterized by exchange rate
fluctuations. This finding also supports most of the previous studies on the link between
FDI and exchange rate volatility (e.g. Dixit and Pindyck (1994) and Darby et al (1999)).

Moreover, the results reveal that the two dummy variables have positive signs,
suggesting an increase in FDI flow in 1992 and during 1999-2009. Particularly, the
coefficient of the second dummy (managed floating system) is significant, implying that
the adoption of managed floating has encouraged the flow of FDI into Sudan.

5.4. Exchange Rate Volatility and Current Account

Regarding the impact of exchange rate volatility on current account balance, the
results of long and short run analysis are presented in Table 6 and 7, respectively.

Table (6): The Results of Long-run Analysis
(Normalized Cointegrating Coefficients)

Variable Coefficient t-statistics Prob
Constant 3.843% % % 5.735 0.0001
GDP -0.018 -0.281 0.7811
INF —0.058% * -4.193 0.0003
FDI 1.155% % * 3.849 0.0008
OPN 0.009 0.254 0.8017
EV 11.234 1.444 0.1617

Note: x« indicates significance at the 1% level.

The results of long-run analysis indicate that most of the variables bear their
expected signs except inflation and GDP. The impact of trade openness and foreign direct
investment are found to be positive and significant on current account. The coeflicient
of inflation is negative and significant. Interestingly, the results show that volatility of
REER is positive but is not significant. This finding implies that REER volatility has no
important impact on current account in the long-run.
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Table (7): Estimates of the Error Correction Model: Current Account Model

The Dependant variable is current account
Variable Coeflicient t-statistics Prob

constant 4.718% %% 5.242 0.0000
CA(-1) 0.102 0.782 0.6462
GDP(-1) ~0.170% %% -3.005 0.0045
INF(-1) ~0.075% %% -6.032 0.0000
FDI(-1) 0.075 0.205 0.8363
OPN(-1) ~0.207 % * -2.116 0.0462
EV(-1) 1.042 0.276 0.8891
Dummy-1979-84 —4.20T % %% -3.627 0.0012
Dummy- 1992 ~10.197 % + ~5.762 0.0000
ECT(-1) ~0.756%% % ~5.342 0.0000
R-squared 0.83

F test 8.944 (0.0001)

Note: «» "« *: indicates significance at the 1%, 5% and 10% level, respectively.

The results of error correction model indicate that most of the variables are in
line with theory, except trade openness and GDP growth. The results point out that the
current account balance is negatively influenced by GDP growth, inflation and trade
openness. Unexpectedly, the results reveal that the real effective exchange rate volatility
is not significant, confirming the results of long-run analysis.

Moreover, the parameters of structural break suggest a significant deterioration
in current account during 1979-1984 (the shift to flexible and dual exchange rate system).
In addition, the floating exchange rate policy in 1992 has negative and significant effect
on current account balance. This indicates that unification of exchange rate in such
period distorted the current account via increasing imports and decreasing exports.

Finally, the error correction term is found to be negative and statistically significant
confirming the long-run findings. The value of error correction term is high (75.6%), implying
high speed of adjustment to long-run equilibrium. This finding also implies that the long-run
disequilibrium in the current account can be corrected each year by a proportion of about 76%.
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5.5. Robustness Checks

Thepreviousanalysisexamined theimpact ofexchangeratevolatility on macroeconomic
variables in the context of single equation model, using cointegration and ECM methods. For
further inference and check our above results; alternatively, we investigate the effect of exchange
rate volatility through multivariate analysis, employing variance decompositions and impulse
response function based on unrestricted Vector Autoregression (VAR) model.

The analysis proceeds with cointegration test to examine the long relationship
between the variables. The cointegration analysis allows the use of cointegrated VAR
model which account for nonstationarity and endogeneity problems as it is designed for
nonstationary time series, and requires no endo-exogenous division of variables (i.e‘, all
variables entering equations system are assumed to be endogenous). Therefore, the study
uses Johansen-Juselius (1990) multivariate cointegration test.

The results of trace and maximum eigenvalue statistics obtained from the
Johansen-Juselius (JJ) method using the assumption of linear deterministic trend in the
data are presented in Table (5) in Appendix (IIT). The results of both trace statistics and
maximum eigenvalue indicates two cointegration relations between the variables under
consideration. Therefore, we conclude that there is long-run relationship between the
real effective exchange rate volatility and the macroeconomic indicators.

The dynamic analysis of variance decomposition and impulse response function starts
with identifying the order of the variables in VAR model. Following Sims’ (1980) procedure,
we choose the following order: EV, CA, FDI and GDP. The result of forecast error variance
decompositions and impulse response function are reported in Table 4 and Figure 1, respectively.

Table (8): Variance Decomposition Results

Period] EV [ CA [ FDI [ GDP
Variance Decomposition of CA
1 0.311336 99.68866 0.000000 0.000000
4 6.199128 92.75648 0.240836 0.803560
8 11.89989 85.49128 1.851393 0.757430
12 14.67786 81.84150 2.745266 0.735378
Variance Decomposition of FDI
1 0.251501 18.08591 81.66259 0.000000
4 46.66149 11.46156 41.45124 0.425705
8 66.10427 10.10728 23.52190 0.266551
12 65.82682 12.29752 21.58606 0.289605
Variance Decomposition of GDP
1 4.497369 2.963363 2.419895 90.11937
2 7.158066 25.27795 8.834671 58.72931
3 9.905036 24.60071 9.041440 56.45281
4 12.11026 24.23144 9.355226 54.30308
Cholesky Ordering: EV, CA, FDI,. GDP
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The results of variance decomposition analysis in Table 8 reveal that the response
of current account to exchange rate volatility is relatively small, particularly in the first
years and then increases slowly to about 14.7% in the 12" year. Expectedly, the exchange
rate volatility represents the largest source of shock to foreign direct investment,
exceeding its own shock. Specifically, in the first year, the volatility of exchange rate has
a very little impact on FDI fluctuations, but after that its contribution increased sharply
to 66% and 65% in the fourth and twelfth year, respectively. This finding confirms the
previous results of the cointegration and error correction estimators, which revealed that
exchange volatility has the highest and significant impact. Finally, the result shows that
GDP growth has small response to variability of exchange rate compared to FDI. This
result could be explained by the fact that FDI is more sensitive to the distortions of home
economy, particularly exchange instability.

Figure (1): Impulse Response Functions Results
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Figure 1 presents the impulse response functions of each macroeconomic variable
to one standard deviation in REER volatility over a horizon of 1 to 12 years. The results
show that the effect of shocks in exchange rate volatility on the macroeconomic variables
supports the results of cointegration and VDC analysis. The response of GDP growth
to exchange rate volatility is negative; supporting the previous findings that volatility
exerts inverse effect on GDP growth. Regarding to the response of FDI to exchange rate
volatility, the result also reveals negative response. Similar to the previous analysis, the
IRFs analysis indicates that current account balance responses positively to volatility of
real effective exchange rate.

6. Conclusion and Policy Implications

This study aimed at investigating the impact of exchange rate volatility on the
macroeconomic performance following the continuous changes in exchange rate policies
during the last four decades. The analysis has focused on three key macroeconomic
variables namely, economic growth, foreign direct investment and current account
balance, during the period 1979-2009.

The empirical results show that real effective exchange rate volatility has negative
and significant affects on the flow of foreign direct investment into Sudan. Precisely, the
resultsindicate that REER volatility is the largest and significant source of FDI fluctuations.
The results also indicate that real effective exchange rates volatility play unimportant role
in explaining economic growth and current account balance. Moreover, the robustness
check of Variance Decompositions and Impulse Response Functions analysis supports
the findings from cointegration and error correction models.

Based on the findings above, many policy implications can be drawn regarding
the relationship between exchange rate volatility and macroeconomic indicators in
Sudan. First and foremost, reducing exchange rate volatility is quite crucial to mitigate its
negative impact on FDI flow. Factors that stimulate exchange rate fluctuations like high
inflation and budget deficit should be paid serious attention. Given the significant impact
of REER on FDI flows, many efforts should be exerted to stabilize the exchange rate.
Thus, policy makers need to adopt inflation targeting as urgent strategy in addition to
the autonomy of the monetary policy. Further, authorities should try to avoid systematic
currency devaluation in order to maintain exchange rate volatility at a rate encourage
domestic and foreign investment.
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Considering the current shortage of foreign exchange after the separation of
South Sudan, the economy needs effective exchange rate policy in order to overcome
the unfavorable impact of the declining foreign reserves. Therefore, an encouraging
exchange rate should be offered for foreign transactions and transfers so as to attract flows
of foreign capital such as, FDI and migrants’ remittances. In addition, diversification of
the economy should be considered as top priority within the development agenda. In
this respect, managing a competitive exchange rate would be a crucial tool to enhance
productivity of the agricultural and manufacturing sectors. Moreover, trade cooperation
with neighboring countries in the region like South Sudan would be helpful in increasing
foreign earnings, particularly in the short-run.

Finally, to provide acomplete view on the exchange rate volatilityand its economic
impact, this issue needs further research on four aspects. First, a study to explore the
channels through which exchange rate volatility affects economic performance would
be useful. Second, it would be important to identify the source of exchange rate volatility
as the economy has undergone many transformations in the last decades including
the advent of oil and the secession of South Sudan. Third, empirical studies need to be
conducted to assess the impact of exchange rate volatility on FDI by sector. Finally, it
could be useful to identify the de facto exchange rate regime for Sudan, which would
help in an in-depth understanding of impact of the exchange rate policy interventions
on macroeconomic performance.

Footnotes

(1) Based on the Comprehensive Peace Agreement (CPA) of 2005, southern Sudanese
were given the right of self determination through referendum, which took place as
scheduled in January 2011. The result of the referendum revealed that about 98% of
southern people voted in favor of independence. This event rendered Sudan loses most
of its oil resources, as South Sudan was the source of about 75% of oil production.

(2) In the early 1970s Sudan was considered a major labour exporting country in the
Arab Region, with the remittances sent by Sudanese nationals working abroad (SNWA)
accounting for more than three times the foreign exchange earnings from exports
(Elbadawi, 1994).

(3) In 1999 the legal tender (the Pound, LS) has been replaced with new currency- the
Dinar (SDD), with exchange proportion of 1 SDD = 10 LS. The Dinar operated up to
2007. In 2007 the Dinar has also been replaced by the new Pound (SDG), with 1 SDG=
100 SDD, or 1000 of old Pounds, i.e. 1 SDG= 1000 LS.
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(4) Most of empirical studies used the nominal or real exchange rate, but this study
uses the real effective exchange rate, because it reflects a country’s international
competitiveness.

(5) During the period under investigation (1979-2009), the exchange rate policy in
Sudan has experienced several transformations as stated in section two. Thus, we use
dummy variables to capture these structural breaks. In 1979 the country the system of
dual exchange; in 1992 the government adopted full floating regime and during 1999-
2009 the managed exchange rate system has been followed oil exploitation.

(6) See appendix (I) of definitions and sources of data.

(7) The dummy variables in the equation are entered as exogenous variables in
cointegration specification.
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Annexes

Annex (I): Definitions and sources of data used in the Analysis

Variable | Definition Source
Is the Real effective exchange rate volatility, measured by
the ARCH model. The data on REER was obtained from
CBOS which calculated using the following formula.
Ek: W8 B
REER: — =1kt e
E
Central Bank of Sud
EV where @it @it is the trade weight corresponding to each <é§g;> . Haan
trading partner; €i+ €ir is the real bilateral exchange rate; P:'r
it is the foreign price index calculated as the weighted CPI
index; F: B is domestic CPI for Sudan. The main trade partners
of Sudan are: China, Egypt, Germany, India, Saudi Arabia, South
Korea, UAE, and United Kingdom (CBOS, 2010).
Central  Bureau of
GDP Annual real GDP growth rate. Statistics, Sudan
. . . . UNCTAD and Central
FDI Foreign Direct Investment, measured as ratio of FDI inflow to GDP. Bank of Sudan < CBO S)
. Central Bank of Sudan
CA the ratio of Current account balance to GDP (CBOS)
Trade openness, defined as value of exports plus imports divided | Central ~ Bureau  of
OPN -
by GDP. Statistics, Sudan
INV Domestic Investment, measured by fixed capital formation as | Central Bank of Sudan
share of GDP % (CBOS)
Genera% spending, is the government ﬁr?al consumption | o p 0 of
GOV expenditure for purchases of goods and services, measured as Statistics. Sudan
share of (GDP %). i
INF Is inflation rate, measured by the annual average of inflation rates. Cen.t r:?l Bureau  of
Statistics, Sudan
INER Level of infrastructure, measured by the number of telephones | World Bank’s World
per 1,000 populations. Development Indicators
D Financial Deepening, measured by ratio of broad money (M2) | Central Bank of Sudan

to GDP.

(CBOS)
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Annex (IT): Descriptive Statistics of the Variables used in the Analysis

Varaible | Mean |Median|Maximum | Minimum | Std. Dev. | Skewness | Kurtosis | Jar—-Bera |Probability| Obs
GDP 2.154 | 3.093 11.554 -8.9189 | 4.7265 | -0.6616 | 3.411 2.399 0.3011 31
FDD 2.27910.192 9.710 0.250 3.0056 1.0146 2.783 5.205 0.0740 31

CA -4.624(-4.092 1.234 -13.22 3.3063 | -0.4837 2.994 1.170 0.5570 31
EV 0.032 | 0.0007 0.365 4.20E-05| 0.0777 3.1122 12.727 | 166.700 0.0000 31
OPN 26.392|24.820| 46.346 11.087 11.2526| 0.1968 1.721 2.237 0.3267 31
INV 13.920(12.083| 26.536 5.539 5.3092 1.0201 3.147 5.230 0.0731 31
POP 2.607 | 2.536 3.364 2.245 0.3313 1.2589 3.391 8.116 0.0172 31
INF 41.763(24.964| 132.823 4.871 39.9135( 1.0917 2.865 5.981 0.0502 31
INFR 0.686 | 0.246 2.743 0.2179 0.7034 1.647 4.884 18.008 0.0001 31
FD 16.972(17.339| 27.587 6.789 6.7652 0.0806 1.711 2.107 0.3487 31

Source: Eviews7 output.
Annex (I1I)
Table (1): Unit Root Tests —variables used in the regression models
. ADF PP
Variable
Constant Constant + Trend Constant Constant + Trend

FDI -1.17 -0.523 -0.901 -2.23

GDP -1.24 —-3.28% —5.01%* % —5.20% % %

OPN -1.32 -1.76 -1.16 -1.71

INF -1.15 -1.63 —5.40% % * —5.37%x%

INFR -2.24 -2.09 -1.00 -1.74

FD -2.26 -0.30 -1.34 -0.74

INV -1.81 —-2.22 -1.71 -2.17

GOV -1.44 -1.51 -1.53 -1.40

CA -2.92 —3.90% » -2.88 -3.15

EV —-3.75% % —3.87 %% —3.80% % —-3.9T% %

A FDD —5.86% % —5.61Tx %% —5.36% % % ~5.10% %

A GDP —6.08%x % —5.93% % % —15.58% % x —15.96% %

A OPN —~7.02% %% ~7.3Tx %% ~6.90% * % —7.35% % %

A INF —3.89% %% ~3.91x* —5.42% %% —5.37 %% %

AINFR ~3.07x* ~3.61%* —-3.69% % x -3.63%*

A FD —3.92% %% —4.22% % -4.08% % —4.20% *

AINV —6.57 %% % —~6.50% x ~6.88% % x —7.59% % %

AGOV —4.69% %% —4.98% % % —4.69% % x 7.09% % %
A CA —5.20% * * —5.09% % * —9.87x%x —9.47 % %%
A EV —6.25% % % —6.13x % —7.45% %% —7.33% %%

Note: «» and «» indicate significance at 5 and 1 per cent respectively.
Lag 3 is the maximum lag length used in the test, selected by Akaike Information Criterion (AIC).
A is the first difference operator

All series are expressed in logarithm
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Table (2): The Cointegration Results: Growth Equation

HypI\(I)LtlIlllesis Eigenvalue | Trace statistics 95% gfgg;gﬁﬂ 95%
None 0.856003 129.7179« 95.75366 54.26301% 40.07757
At most 1 0.598577 75.45491% 69.81889 25.55674 33.87687
At most 2 0.508305 49.89817« 47.85613 19.87712 27.58434
Atmost 3 0.369118 30.02105+ 29.79707 12.89784 21.13162
At most 4 0.329963 17.12322% 15.49471 11.21181 14.26460
At most 5 0.190325 5911410« 3.841466 5911410« 3.841466

Table (3): The Cointegration Results: FDI Equation
HypI\(I)Ltl}lllesis Eigenvalue stEtriiifcs 95% ]lg/ilggrilr\?alflr;é 95%
None 0.761314 96.50124 83.93712 40.11300% 36.63019

At most 1 0.633753 56.38824 60.06141 28.12451 30.43961

At most 2 0.417303 28.26373 40.17493 15.12248 24.15921

At most 3 0.246158 13.14125 24.27596 7.912029 17.79730

At most 4 0.160470 5.229219 12.32090 4.897560 11.22480

At most 5 0011775 0.331659 4.129906 0.331659 4.129906

Table (4): The Cointegration Results: Current Account Equation
Hypl\g)ltlllilesis Eigenvalue stzgiiiiecs 95% lli\ilggrllglallltrﬁz 95%
None 0.911515 146.1344% 95.75366 67.89769% 40.07757

At most 1 0.591024 78.23676% 69.81889 2503478 33.87687

At most 2 0.586640 53.20198x 47.85613 24.73621 27.58434

At most 3 0519977 28.46577 29.79707 20.54981 21.13162

At most 4 0.239707 7.915969 15.49471 7.673421 14.26460

Atmost 5 0.008625 0.242548 3.841466 0.242548 3.841466

Table (5) :The Cointegration Results: VAR Equation
Hypl\éltl}lllesis Eigenvalue strgtriaégiecs 95% llg/i[;é{rilr\?allllrlr:e 95%
None 0.988018 190.2793+ 47.85613 1150327+ 27.58434

At most 1 0.900144 75.24660% 29.79707 59.90456% 21.13162

At most 2 0.402082 15.34203 15.49471 13.37183 14.26460

At most 3 0072977 1.970204 3.841466 1.970204 3.841466

Note: « significance at 5% level
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Annex (IV): The Trends of nominal exchange rate in Sudan (1979-2009)
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Source: Adopted from the Central Bank of Sudan (COBS) Annual Report- Various Issues

Annex (V). GARCH Variance Graph: Volatility of the Real Effective Exchange Rate
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Source: Eviews7, based on the estimation of ARCH (1) model (Table 1).





