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National Accounts and Corruption:
Some Observations and Effects

Ahmed Al Kawaz
Abstract

This paper aims at focusing upon the economic corruption concept, and the misunderstanding
associated with limiting the concept to the public sector and the government. The paper
underlies the fact that economic corruption is an institutional phenomenon rather than a
property-based concept. A number of methodologies to asses the concept are reviewed and
applied . First, the overvaluation and undervaluation of import and export values. Second,
the financial gap between the foreign financial resources and uses. Third, the tax corruption.
Upon data availability, the paper applies the three methodologies to Arab countries. Finally,
the paper ends with the concluding remarks.
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Is Industrial Policy Relevant
in the 21* Century?

Mehdi Shafaeddin*

This paper is concerned with the issue of whether "industrial policy” remains appropriate to
bring about development in the 21* century .Among other things, the paper reviewed the
various approaches to the formulation of industrial policies; indicated the contradictions,
and double standards, in the laws of the WTO and GATT, and highlighted the lack of theory
underlying trade liberalization. In view of its review of the evidance the paper proposed
a general framework for the formulation of trade and industrial policies appropriate
to country circumstances. It is suggested that industrial policies must be selective and
predictable, and that they pay attention to the role of supplementing the non-price factors
in the development of the agricultural sector; and noted that the aim of trade policy, as a
component of industrial policy, should be to improve productivity rather than relying on
the successive devaluation of the exchange rate, the selective use of foreign direct investment
and the effective management of capital flows.
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économiques, (IRENE) Université de Neuchatel (Institute of Economic Research, Neuchatel University, Sw1tzerland> He is the former
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etc. This study has drawn to some extent on his recent Book: Trade Policy at the Crossroads: Recent experience of developing countries,
Palgrave, Macmillan, 2005; the last section is further development on his article: “Towards an alternative Perspective on Trade and
Industrial Policies”, Development &Change, December, 2005. he has benefited from comments made by the audience of the conference
to whom goes his thanks. Further comments are most welcome and may be sent to him through M.Shafaeddin@Gmail.com.



6 M. Shafaeddin
1. Introduction

The purpose of this paper is to examine whether industrial policy has any
place in industrialization and economic development of developing countries in the
new world economy. We will argue that the answer to this question depends on the
development objective of the country and the role envisaged for international trade. If
the role of international trade is to achieve the objective of the integration of developing
countries into the world economy purely for the sake of integration, the industrial policy
is irrelevant. By contrast, if development is the ultimate objective of their integration
to the world economy what is irrelevant is the current dominate economic philosophy
and the international rules which govern trade and development. Such rules facilitate
globalization but they are not particularly conducive to industrialization and development
of developing countries.

We have been witnessing two contradictory developments in the world economy
andinternational policy duringrecent decades. On the onehand, the need for sophisticated
trade and industrial policies has increased; on the other hand the economic philosophy
has changed against government intervention in the economy. The need for industrial
policy has increased because the international market has become increasingly more
concentrated; global production, international trade and technology have become more
and more dominated by TNCs; technological changes have accelerated and production
has become more knowledge-intensive. The policy space of developing countries has,
however, shrunk due to the dominant views of the orthodoxy. Such views have been
reflected on the conditionalities, imposed on many developing countries by International
Financial Institutions (TFTs) or bilateral donors and to a large extent on GATT/WTO
rules. More recently, they have been propagated through “Washington Consensus"”.
Meanwhile the across-the-board and universal trade liberalization implemented by
developing countries during recent decades has failed after the failure of across-the-
board import-substitution of the preceding decades. Such failures have put trade policy
as well as trade diplomacy at the cross-roads.

The failures of the top-down approach to trade and industrial policies through
which one size-for-all rules are drawn at he international level and imposed on
developing countries raises a serious question: is not there a need for rethinking trade
and industrial policies? After arguing for the relevance of industrial policy, we will try
to present an alternative framework by taking a bottom-up approach in this study. In
other word, we will present a relevant framework for what is required at the national
level to catch- up in the process of industrialization and development and, on that basis,
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argue briefly for changes in international rules to make them development oriented. To
do so, we will first briefly refer to some introductory remarks on the characteristics of
the international economy in the 21 century and their implications for industrialization
of developing countries. In the second section, different views on industrial policy will
be examined. The third section will be allocated to revealing contradictions in WTO on
development. Subsequently, we will argue that the across-the-board and universal trade
liberalization is not justified either on theoretical grounds or by historical evidence; by
contrast, all successful early and late industrializers have gone though an infant industry
phase. The contradictory views expressed by the World Bank on economic performance
of MENA are reviewed briefly before presenting an alternative framework for trade and
industrial policies. The final section is devoted to some remarks on the implication of the
alternative framework for international trade rules.

Before proceeding further, let us mention the relations between industrial
policy and trade policy. Although they are linked, trade policy embraces all sectors of
the economy, limiting itself to the international flow of goods and services. In other
words, trade policy is a tool of development strategy in general; industrial policies are
concerned with all policies, including trade, related to industrial development. Hence,
trade policy is only one aspect or instrument of industrialization and expansion of
exports of manufactures.

2. Main Features of the World Economy; Implications for Industrialization

Globalization, increasing domination of TNCs in production and international
trade and rapid technological changes are three main characteristics of the world
economy which, inter alia, affect the prospects for developing countries’ firms to enter
into the world market and compete with the established international firms.

Globalization: Globalization implies the expansion of activities of global firms
acrossfrontiersthroughnetworkingand productsharingparticularlyin the manufacturing
sector. Global firms locate different stages of production of a specific product in different
countries through their subsidiaries and affiliates. Therefore, components of a finished
product may cross different frontiers before being assembled in a particular country and
sold in different markets".

A global firm enjoys a number of advantages vis-a-vis a new comer firm
of developing country. First, it has home-based advantages related to technology,
experience, market information, marketing and distribution channels, firm-level
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economies of scale etc. Second, it can benefit from networking, and collaboration with
other firms. Networking takes place mainly with its own affiliates and allows obtaining
cheaper sources of inputs, technology, intermediate products, distribution channels etc.
(Best, 1990: 260). Its global activities also allow expanding the scope of the market to
enjoy economies of scale, scope and agglomeration. Moreover, a global firm collaborates
with other firms through international consortia, cross licensing agreements, long-term
supply and purchase contracts, joint ventures, strategic and technological alliance and
subcontracting. Collaboration with other firms will allow sharing its activities such
as R&D, production facilities, marketing, distribution, input procurement, product
development, and design at the global level without necessarily investing abroad directly
for these activities (Best, 1990:259-62 and Porter 1990:54).

In addition to their home country advantages, global firms can benefit from host
country advantages, such as low wages and local markets by locating their activities in
different countries .Therefore, they will be in a more favourable competitive position
than an independent local firm of a developing country while their importance in world
economic activities has been increasing.

Domination of Large Global Firms: Global firms (large TNCs) increasingly
dominate production and international trade (table 1) The figures in this table overestimate
the share of the top firms in output as the related data at the firm level are measured in terms
of output, but those at the global level are quoted in terms of value added. Nevertheless, the
data are very telling on the role of TNCs in international trade and provide some indications
on their role in world industrial production and total output. Table 2 presents alternative
data on industrial enterprises based on Thomson Financial survey of about 19,000 listed
public companies. Again the data are not complete, as they do not include all companies,
but the table provides some information on the degree of concentration of firms at the
global level. Accordingly, the largest 1270 companies (i.e. 5.1 per cent of the total number of
companies surveyed) and the largest 100 firms, account for over two-third, and one-fifth of
total sales of the companies surveyed, respectively. Further, according to the main source,
the bulk of large companies are located in the main developed countries, particularly the
USA. For example, half of the companies with 20,000 or more employees are located in
the United States (accounting for over 62 per cent of their total sales), 22 per cent in six
European countries (the United Kingdom, Germany, France, Switzerland, Italy and the
Netherlands), 8 per cent in Japan and 19 per cent in the rest of the world. Further, the United
States firms are more concentrated than the rest of the world. Companies with 20,000 employees and
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more account for over 85 per cent of sales of all United States companies included in the
database, as against 67 per cent for the world (Shafaeddin, 2006.b).

Table 1: The Importance of the Largest World Industrial Enterprises
(in or around 2000)

The share of largest firms with employees more than 20,000
The Largest
Description Total 10,000 Total 100 25
Number of firms 18,540.0 8.8 5.1 0.5 0.13
Employees (millions) 100.5 77.7 68.0 27.6 7.30
Sales (billion dollars) 2,108.4 7.6 66.8 21.7 6.40

Source: Shafaeddin (2005.2:123).

» In terms of numbers of employees.

Table 2: The Share of Top Firms in Global Production and Trade
(late 1990s)

Activity Number Percent
All output 200 28
Industrial output 1000 80
World Trade 500 70

Source: (Mooney 1999:74).

In recent years, the size of large TNCs has increased due to intensification in mergers
and acquisition. For example, one-third of the largest US 500 fortune companies listed in
1980 were merged by 1990 and another 40 per cent were merged by 1995 (Shafaeddin, 2006.
b>‘ Moreover, in five years between 1997 and 2001, the number of cross-boarder M&A with
values of over $ 1billion reached 450 cases, almost three times greater than the corresponding
number for the preceding ten years. In terms of value, it was 4.5 times greater over the same
period (Based on UNCTAD, 2005: 9, table 1.1). The large global firms dominate almost all
industrial activities as well as services (Shafaeddin, 2005.a:123-125) and have control over
technology particularly that they enjoy patent protection through WTO rules

Technology: Duringrecentdecades,technologieshavebecomemoresophisticated,
more specialized and subject to rapid changes. Such development in technology implies
that production has become more knowledge intensive, skills have become more firm
specific and specialized, and the period of learning has become longer (Lundvall, 2004).
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At the same time, the newcomer firms run higher investment risks because during the
gestation period of their investment new technologies may arrive making the existing
process obsolete or put the existing product out of the market. As new technology
is mainly possessed by large TNCs, the barriers to entry are set at a higher level for
newcomer firms.

Strategic Behaviour of Global Firms and their Implications: An important
feature of global firms is that in their main activities i.e. networking, intra-firm trade®,
inter-firm cooperation, etc. they do not go through the market (Porter, 1990, 60-62).
Further, while the role of large TNCs in economic activities has increased, the role of
the government in decision making and allocation of resources has shrunk during the
recent decades due to economic liberalization. In other words, the relative role of large
firms in the coordination of economic activities has been increasing against markets and
governments.

The large firms coordinate their activities not only outside the market, but they
also shape the market and create barriers to entry for new comers. They coordinate
their activities through strategic planning, strategic actions and vertical and horizontal
relationship with other firms. (Galbraith, 1975; Williamson, 1975; Lazonick, 1991; Best,
1990 and Porter 1990). Further, they have the capacity to influence production costs,
prices, technology and the quality of goods they produce. They can target their markets;
influence the market structure and the environment within which they operate thus
limiting the entry of new firms to the market.

The firm level economies of scale of large established firms are, in particular,
important, not only because they are sources of cost advantage (Krugman 1984),
but more importantly, because they are sources of “strategic behaviour”, “dynamic
competition”and progressive and cumulative changes over time (Young, 1928).
Such a Schumpeterian source of dynamic competitive process and power of “creative
destruction”implies that the ability to export would depend on “comparative strategic
advantage” rather than comparative cost advantage alone (Best 1990).

Lazonick (1991) has shown that the combination of technological innovation
and organizational capabilities, resulting from experience and firm-level economies of
scale, provides the large established firms with the possibility of pursuing an “innovating
strategy” based on high fixed costs rather than an “adaptive strategy”. That strategy
allows them to invest a large amount to develop and utilize productive resources which
can bring about new products with higher quality and/or new process with lower cost.



Is Industrial Policy Relevant in the 21% Century? 11

The economies of scale allow them to reduce unit cost of production by lowering price
and selling more. The decline in the production cost and prices in this case is totally
different from the production cost related to factor costs.

In contrast to the established firms a new and independent firm of a developing
country initially has to follow an “adaptive strategy” which involves lower fixed cost and
relies on low cost advantages. The lack of experience, technological capabilities, and
marketing and distribution channels as well as small size and barriers to entry would not
allow a new firm of a developing country to follow an “innovative strategy”.

The successful firms which follow “innovative strategy” have competitive advantages
vis-a-vis those with “adaptive strategy”. An innovative firm usually runs more “productive
risks” than an adaptive firm, because there is a risk that other innovative firms come up
with similar new products. In comparison, the adaptive firm produces standard products.
Nevertheless, the adaptive firms of developing countries run more “competitive risks” than
the established firms of developed countries. For the standard light manufacturing goods,
there is a risk of fallacy of composition and cutthroat price-cutting by other developing
countries in addition to the risk of development of new products or technology by established
“innovative” firms. More importantly, the costs and the risks involved in upgrading are
particularly greater for the firms of developing countries than those of established firms of
developed countries as they have inferior technological capabilities.

In short, globalization has changed the nature of competition in the international
market in three main ways. First, it has enhanced “strategic competitive advantage” of
large established firms. Second, it has intensified the process of Schumpeterian “Dynamic
competition” and “creative distraction”. In such a process firms are continuously active in
innovation, product development, quality improvement, shortening of delivery time, etc.
As a result, the role of “non-price attributes” of products in competitive advantages has
increased. Finally, the growing size, their control of technology, experience and strategic
behaviour of established firms place them in a superior “competitive advantage” vis-a-vis
newcomer and independent firms of developing countries. Such attribute limits prospects
of these firms for entry into the international market because unlike the established firms
of developed countries only cheap labour and/or raw materials are their main source of
competitive advantage.

The increased cost of technology, the prolonged length of learning, the augmented
risks of investments‘”-all these factors have increased the need for government support of
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infant industries/firms in a developing country unless integration into the world economy
through the FDI channel is feasible and conducive to industrialization. In theory, there are
two main methods through which governments can provide support to infant industries.
One is creating an environment which contributes to prevalence of external economies;
the other is the provision of supports for specific industries and firms. External economies
can shift the cost curve of firms downward. Specific support can enhance their earnings
for a given cost curve in a particular period. External economies can arise from functional
intervention in the economy through general government investment in education, training,
infrastructure, institutions and back-up services. It can also arise from collective efficiencies
resulting from industrial districts and clustering both of which require government support(*.
While external economies are important, development of a specific infant industry requires
provision of temporary support to that industry either through subsidies or imposition of
tariffs or some other means. In practice, the policy space of developing countries has been
shrinking in recent decades restricting their ability to use such measures.

Of course, the process of globalization improves, under certain conditions,
the possibilities and opportunities for developing countries to enter the international
market through FDI by global firms. The question is whether development through
FDI path, even where feasible, would allows a country to deepen its industrialization or
leaves the country locked in a pattern of specialization based on static comparative cost
advantage.

3. Different Approaches to Industrial Policies

There are two main approaches to industrial policy: that of neo-liberals and
their opponents. The neo-liberal views are expressed through Washington Consensus,
IFIs, and contained to some extent in WTO rules. According to the orthodox approach,
industrial policy has no place in economic development. The WTO rules limits the use
of industrial policy, and developed countries aim at limiting it even further in the Doha
Round of trade negotiation and beyond. A number of scholars, however, believe that
industrial policy is an important tool of development, but the approach they take is a top
down approach. Let us say a few words about each, but concentrate on the WTO rules
which are most directly relevant to the question of policy space of developing countries.

The Orthodoxy and WTO Rules: Since early 1980s, there have been changes in the
dominant economic philosophy in favour of neo-liberalism, which do not favour government
involvement in economic activities beyond some functional intervention in the form of
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investment in education, health and securities etc. (See e.g. World Bank, 1987 and 1993).
Their argument is that development of a country should be left basically to the operation
of market forces; trade liberalization would change the structures of incentives in favour of
exports and attract private investment, including FDI, to the areas in which a country has
comparative advantage leading to industrialization and growth (see Shafaeddin, 2006.a for
a survey). This process, however, has its own limitations in enhancing industrialisation of
developing countries (see below); further, it increases the risks and vulnerability of these
countries to decisions of global firms in re-location of plants from one country to another.

WTO rules limit policy space of developing countries in a number of ways
including:

o The TRIPS agreement restricts application and transfer of technology to developing
countries and their development of generic drugs by protecting intellectual property
rights, limiting the use of patented technologies or products (patents are protected
for 25 years) and restricting the government ability to demand a firm to license a
patent to other firms.

o The TRIMs agreement restricts the imposition of “performance requirements” on
foreign firms including the local content, export requirements and trade balancing.
It also forbids “national preference” i.e. preference for local products in government
procurement.

o GATS exposes domestic companies to sever competition with established foreign
companies through requirements for most “favoured nations”, “national treatment”
in the use of inputs, local employees, and access to local market, etc(®,

+ The Agreement on Subsidy and Countervailing Measures (ASCM)) prohibits the use of
targeted subsidies for supporting domestic industries and export expansion (except for
agricultural goods).

Wade (2005) summarizing the impact of the first three agreement, concludes that: “With
a touch of hyperbole the agreements could be called a slow-motion Great Train Robbery” (Ibid:
89). Nevertheless, the detrimental impact of the ASCM on manufacturing production and exports
is not any less than the adverse effects of those agreements. Subsidies have been a major instrument
of infant industry protection and export expansion in many developing countries, particularly East
Asian ones. Under Uruguay Round Agreements (URAs), subsidies provided for the expansion
of exports and export supply capabilities are not allowed (ASCM, articles 3 and 8). Article"3 of
the Agreement prohibits subsidies to be paid to firms (except for agricultural products) “upon
export performance” and “upon the use of domestic over imported goods” (inputs). Definition
of subsidies for export performance includes “direct subsidy”, currency retention, preferential
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internal transport and freight charges on export shipment, as against domestic shipment and
preferential provision of “imported or domestic products or services for use in the production of
exported goods” (ASCM, annex'T).”

While according to paragraph™2.1.a, a subsidy is prohibited if it is “specific”, i.e. it is limited to
specific enterprises or industries, according to para. 2.3, all subsidies falling under the provisions of
article"3 are regarded as specific. Hence, even if all industries were provided with subsidies tied to
export performance, or which favour domestically produced goods, the subsidy would be regarded
as specific. The implication of this article is that a country cannot support its infant industries,
whether or not for exports, either across-the-board or on a selective basis, when the subsidy is tied
to export performance.

Paragraphs 8.2.a, 8.2b and 8.2.c, however, provide some exceptions to the subsidy rule.
For example, Para. 8.2.a provides exceptions to the specificity clause. It covers research activities
(R&D) undertaken by firms and/or research and educational establishments, up to 75 per cent of
costs of industrial research, or 50 per cent of the costs of pre-competitive development activity.
Para. 8.2.b allows for “non-specific” assistance to a country’s disadvantaged regions, provided
that clear and objective criteria is used in the definition of such regions. The criteria should be
based on development indicators, which should at least cover a measure of income or employment.
Accordingly, the income per capita of the region should be lower than the 85 per cent of the average
for the country. The unemployment rate should be at least 110 per cent of the country average.

Paragraph"s.2.callows, under certain conditions, assistance for the adaptation of existing
facilities to new environmental requirements of up to 20 per cent of the related cost on a one-
time basis, provided it is available to all firms concerned (Shafaeddin, 2005.a)

The Opponents: The existence of such exceptional clauses has led Amsden (2001
and 2005) to consider the possibility of applying industrial policy within the framework
of WTO. She argues that although WTO restricts policy space of developing countries,
there are still some room for manoeuvrings in the use of industrial policy. For example,
she refers to three specific non-actionable subsidies mentioned above, the use of “trade-
balancing”, as an indirect export requirement, and development of mid-and high-
technology industries through development of science parks (Ibid:22/)(”. Moreover,
she refers to the need for “getting the control mechanism right” to guide and stimulate the
private sector in certain direction; in each case the instruments of promotion “...must
be tied to monitorable performance standard and operate within a reciprocal control
mechanism that disciplines all parties involved in industrial expansion”.
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A number of points worth mentioning with respect to the Amsden’s proposal. First
and most importantly, is that the policy space of developing countries is being limited not
only by WTO rules, but also by IFIs and bilateral donors. Therefore, even when the use of
a policy tool is allowed under WTO rule, the SAPs, SPs or even bilateral donors, would not
necessarily leave a developing country to implement it. Second, under current WTO rules the
“control mechanism” (the performance requirements) is limited as mentioned earlier. Third,
the provision on subsidies to R&D activities was for a trial period of 5 years and is no longer
applicable. Trade balancing requirement is allowed only in accordance with “the balance of
payments clause” i.e. for a limited period when a country faces balance of payments problems.
Otherwise, it is forbidden under TRIMs Agreement.

Fourth, developed countries are trying to limit the policy space of developing countries even
further through the Doha Round and beyond (see below). Finally, the problem is that not only
WTO rules are not conducive to development, but they also suffer from many contradictions in
design and in implementation of the agreed rules by developed countries In fact, certain GATT/
WTO rules limit policy space of developing countries but leaves the hands of governments of
developed countries, relatively speaking, free (see below).

The only possibility under WTO rules to encourage exports indirectly, not mentioned
by Amsden, is locating export activities in the “disadvantage” regions. In this case they could
benefit from non-specific subsidies provided to all industries in those regions. Nevertheless,
the use of such a mechanism would be possible for a short period, because as more industries
are located in such regions, they would not remain disadvantaged‘®.

According to Rodrik (2004), rumours of “industrial policy’s death” are exaggerated. The
reality is that industrial policies have run rampant during the last decades-and nowhere more so
than in those economies that have steadily adopted the agenda of orthodox reform. If this fact
has escaped attention, it is because the preferential policies in question have privileged exports
and foreign investment,- the two fetishes of the Washington Consensus era-and because their
advocates have called them strategies of “outward orientation” and other similar sounding names
instead of industrial policies (Rodrik, Ibid:28-29).

Preferences given to export processing zones and incentives provided to FDI are among
main examples of policies favouring exports and FDI because it is presumed that externalities
reside in exports and foreign direct investment’ (Ibid: 30).
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Rodrik argues that the market does not bring about industrialization on its own, and
that as market failures prevails government intervention is required. It is in this context that he
advocates the need to ‘get the policy process right” and maintains that this can be done, through a
‘discovery process’ by which ‘private and public actors come together to solve problems, including
those caused by market failure, in the productive sphere, each side learning about opportunities
and constraints faced by other’ (ibid.: 3). In such a process ‘firms and government learn about
underlying costs and opportunities and engage in strategic coordination’to remedy market failures
which restrict self-discovery (ibid.: 10). Referring to external constraints and the restrictions on
policy space imposed by international rules and conditionalities, Rodrik, like Amsden, argues that
(external) restrictions are exaggerated; there is also still some room for manoeuvre to implement
industrial policy.

Rodrik’s proposal on a mechanism for public-private collaboration is welcome, but
it is not new. Public-private cooperation has worked relatively well in East Asia (see, for
example, Amsden, 1989; Shafaeddin, 2004a; Wade, 1 990). The problem with this Approach
is to submit to fait-a-complet. Further, as already mentioned the remaining policy space of
developing countries will be further limited through Doha Round if developing countries
agree with the proposals made by developed countries.

Some other opponents of neo-liberalism advocate a more radical approach
on industrial policy. For example, Lall (2004) refers to rapidity and complexity of
technical changes, globalization and market failure in technological capability building,
and concludes that developing competitive capabilities requires direct and indirect
government intervention. Both selective and functional government interventions
are required to address market failures which create obstacles to ‘capability building’
for industrialization and development. Attraction of FDI, he adds, also requires local
capabilities; this is a reason only a limited number of developing countries have attracted
FDI. Even where such capabilities exist, the contribution of FDI to industrial development
and upgrading is limited; its coverage does not often go beyond simple processing and
labour intensive activities unless local capabilities are upgraded rapidly.

Thereare, in fact, abody of literature showing that FDI has not involved much spill-
over in developing countries (Gallagher and Zarsky, 2004, Hanson, 2001> Nevertheless,
while Lall advocates the need for the creation of space for industrial policy in developing
countries, he concludes that it is not feasible under WTO rules to develop and upgrade
the necessary capabilities because of restrictions imposed by WTO rules. This is again a
passive approach.
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In contrast to Lall, Singh (2005) and Wade (2005), argue for some changes in
the WTO rules to provide developing countries with Special and Differential Treatment
(SDT). Nevertheless, they still follow a sort of top down approach. What is needed is a
totally different framework which would allow for differential treatment of developing
countries “as a rule” not as exceptions to the rules i.e. a type of SDT currently requested by
developing countries.” According to WTO, Various Multilateral Agreements contain145
SDT provisions of which 107 were adopted at the conclusion of UR (Singh, ibid: 237).
Further, the July 2004 Text of the Doha Round also refers to the issue frequently.
Nevertheless, the main concern of SDT measure in the UR has been “to assist developing
countries in implementation of the WTO disciplines” (ibid: 237). Moreover, the SDT
provisions which are already approved are not taken seriously by developed countries as
they are voluntary and not legally binding. There were also some provisions which in fact
provide SDTs for developed countries, such as the textile agreement, ASCM Agreement
and Agricultural Agreements (see below). After all, despite the emphasize in the July text
on SDT and less than reciprocity in favour of developing countries, in practice, developed
countries are trying to impose unfavourable terms on developing countries during the
Doha Round negotiation. The whole philosophy behind WTO rules needs to be changed as
it suffers from contradictions and double standards detrimental to developing countries.

4. Contradictions and Double Standards in GATT/WTO Rules

The GATT/WTO rules suffer from contradictions in design and contradictions
between the agreed rules and their implementation by developed countries. as mentioned
before. Furthermore, developed countries have been showing further double standards
during the so-called “Doha Development Round”. One wonders “...why are there two
standards for what is ‘fair? Or ?unfair? trade practices” (Stiglitz, 2005: 17).

Design: According to the preamble to GATT (1949), trade liberalization is the
objective of the Agreement. Let us assume for the moment that universal trade liberalization
is conducive to industrialization and development of developing countries. Yet, one can find
many general and specific “animal farm” type exceptions in GATT/WTO rules in favour
of developed countries in contradiction with this general principal of trade liberalization.
With respect to general contradictions, first of all, the GATT/WTO rules aim at reducing
government intervention in the flow of trade, but are silent about eliminating, or at least
reducing, the monopoly, or oligopoly, power of TNCs. In fact, if anything the governments’
controls on these companies have been relaxed through TRIMs and GATS as mentioned
above. According to Wade:
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These (international] regulations are not about limiting companies’ options, as
“regulations” normally connotes. Rather they are about limiting the options of developing
country governments to constrain the options of companies operating or hoping to operate
within their borders. In effect, the new regulations are designed to expand the options of
developed country firms to enter and exit markets more easily, with fewer restrictions and
obligations, and to lock in appropriation of technological rents"(Wade, 2005: 80).

Second, trade in agricultural products has been so far excluded from liberalization in
favour of developed countries.

Third, while trade in manufactured goods was supposed to be liberalized, labour
intensive products of main interest to developing countries have been subject to special
restrictions (e.g. textiles and clothing has been subject to MFA until recently) or tariff
peaks and tariff escalation on products of interests to developing countries.

There are also specific contradictions in various GATT/WTO agreements which favour
developed countries but are detrimental to the interest of developing countries. For example,
as mentioned earlier, the ASCM allowed subsidization of R&D, the main infant activity of
interest to developed countries, and agriculture, and not for manufactured export, an infant
activity of interest to developing countries. In the Agricultural Agreement , subsidies used
by developed countries <as in R&D, crop insurance, and so on) are allowed, but those most
used by developing countries (e.g. input and land improvement subsidies) are subject to
countermeasures (Das, 1999: 157)"'. Furthermore, along period (25 years) of infant industry
protection of new technologies and new products is allowed under TRIPs, but temporary
infant industry protection of new industries, or new export activities, in developing countries
is not allowed ( See Shafaeddin, 2005, chapter 8 for details). Again in the TRIPs agreement,
while the developing countries obligations on the rules governing patents are binding, their
rights are not. By contrast, developed countries’ rights are binding, but their obligations are
not (Wade, 2005:83-4)('"

Implementations: Developed countries have not fully implemented the rules to which they
have agreed in GATT/WTO. Such are the lack of proper implementations of the Differential and
Preferential Treatment of developing and particularly least developed countries, the Agreement
on Textiles and Clothing (ATC), the Agreement on Agriculture (the so-called cotton scandal
is only one example) and the abuse of anti-dumping rules and safe-guard measures. Above all,
main developed countries have provided extensive targeted supported for their industries and
firms against the WTO rules (See Shafaeddin, 2005: Chapter 8 for details).
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Doha Round: The Doha Round is supposed to be “development round”. The outcome of
the Round has not been decided yet, and the text of the Hong Kong Declaration of December
2005 is vague in many respects, particularly on Non-Agricultural Market Access (NAMA).
Nevertheless, many of the proposals which have already been made by developed countries
are in contradictions with the stated objectives of the Round. Such contradictions are best
expressed in nutshell by a delegation from a developing country in Hong Kong during the
WTO meeting of December 2005: “The developed countries talk in the plenary halls of a
round for free for developing countries. Then they move into the green room and continue to
ask for a round for free, this time for themselvesﬁ'(Oxfam, 200 5:8).

Generally speaking, GATT/WTO rules and decisions recognize the need to take into
account the special need of individual developing countries and industries, (e.g. Article
XXVIIbis of GATT 1994, para8 of Article XXXVI, part IV, GATT 1994, para 4 and 8 of Annex
B to the July 2004 Package)¢'”. In the particular case of NAMA which is of our particular
interest here, the July 2004 package refers to principles of “less than full reciprocity” and
“flexibility” in favour of developing countries (e.g. paragraph 8 of Annex B of the text of
July Package). In practice, however, the proposals made by developed countries are neither
conducive to development nor consistent with those principles. In fact, they push for
universal and across-the-board trade liberalization According, all countries are supposed
to apply the same formula to cut average tariffs rates drastically and reduce their dispersion
by binding 95 per cent of their individual tariff'® lines at the same rate at the low levels . For
example, the USA proposed cutting tariffs to 8 per cent by 2010 and reducing them to zero by
2015. Certain sectors are proposed to be subject to zero tariffs immediately upon conclusion
of the Doha Round. The EU has proposed non-linear cuts in tariffs according to the Swiss
formula“'* and a low and uniform coefficient of 10 chosen for both developed and developing
countries. Further it has proposed a tariff cap of 15 per cent for developing and 10 per cent for
developed countries for binding all industrial tariff lines. The Swiss formula proposed by EU,
and approved in Honk Kong despite the opposition of the majority of developing countries,
has four main characteristics:

o The higher the initial tariff rate, the higher the rate of reduction in tariff;

+ The lower the coefficient, the higher the rate of reduction in tariff;

o For high tariff rates the rate of reduction in tariffs are higher than the rate of
reduction in tariff when simple linear formula( according to which the same
percentage reduction is applied at all tariff lines is applied);

o It “has lower rates of percentage reduction than those generated by a tariff
independent linear reduction in a certain range of low tariff rates” (WTO, ibid: 2).
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Although the coefficients of the formula for developing and developed countries are still
subject to negotiation, the proposals so far made is not in the interest of developing countries.
As initial tariffs for developing countries are well higher than that of developed countries,
they would be subject to significantly greater reduction in their rates not only in absolute
terms but also in percentage terms. For example, if the EU proposal is approved, a tariff rate
of 5 per cent for developed countries will be reduced to 3.33-a reduction of 33 per cent or
1.67 percentage points. By contrast, a tariff rate of 60 percent for developing countries will
be reduced to 8.8-or a deduction of 85 per cent, or 51.2 percentage points. For higher initial
tariff rates, the new rate would not exceed the cap of 10 per cent (SUNS, 1November 200 5).
This maximum rate will also apply to all unbound tariffs after tarift cuts and binding.

The immediate effect of the proposal by developed countries is that developing
countries imports of industrial goods will increase more than their exports as indicated
by results of simulations <Fernandez de Cordoba, et.al. 2004). More, importantly, it has a
significant detrimental long-term effect on their industrialization. The industrial sector of
developing countries is, unlike that of developed countries, underdeveloped, thus they need
to apply higher tariffs to some of their industries than developed countries. Therefore, the low
tariffs rates, as proposed by developed countries, will make them lose an important policy
tool for upgrading their industrial capacity. Further, binding of tariffs at low levels would not
allow developing countries to raise them beyond the (low) bound level at the time of balance
of payments problems (Shafaeddin, 2006.c).

There are some other evidences of double standards by developed countries. For example,
while they try to impose caps on industrial tariffs, they refuse to do so for agricultural products.
Similarly, while demanding a significant cut in the industrial tariffs of developing countries, they
proposed only a very conservative cut in their agricultural tariffs and abolishment of agricultural
export subsidy by 2013, but no change in domestic support to agriculture which is far more
important than export subsidy. Further, the EU proposal on agriculture exempts European
sensitive products from steep cuts, and asked for special safeguard measures for a number of their
agricultural products <beef, poultry, butter, fruits, vegetables and sugar) More importantly, both
the EU and USA have made their conservative proposals for liberalization of agricultural trade
subject to drastic liberalization of both industrial products and services by developing countries
and judged by the outcome of the Honk Kong meeting, they have succeeded so far as para 24 of
the Hong Kong Declaration calls, however vague, for balanced and proportionate market access for
agriculture and NAMA in the negotiation.
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In short, as an African delegation commented: “quite simply, we do not detect the
political will of other Members to strengthen special and differential treatment provisions to
make them more precise, effective and operational, as we all agreed to do in Doha” (SUNS, 31,
October 2005 ). The lack of political “will” is not, however, the only problem. The philosophy
behind “trade liberalization hypothesis” suffers from theoretical shortcomings.

5. Shortcomings of the Theory Behind Trade Liboralization

“Trade Liberalization Hypothesis” “the argument against industrial policy is based
on a naive reading of economic theory and misreading of economic history” (Stiglitz,
2005:25).

The philosophy and the theory behind Washington Consensus, trade policies dictated
by IFIs (through SAPs and SPs), i.e. the across-the-board and universal trade liberalization,
whichalso governsthe GATT/WTO rules toalarge extent, is not conducive to industrialization
and development of developing countries. Let us for simplicity refer to the idea of “universal
and across-the-board trade liberalization as “trade liberalization hypothesis”. We will argue
in this section that this hypothesis is not justified by economic theory.

The orthodoxy argues against government intervention in the economy in general as
mentioned before. The theoretical argument against government intervention in production
and trade is based mainly on the premise that markets are competitive and function well
and there is no market failure, but government failure is pervasive. In the particular case
of international trade, policy reform has been envisaged as synonymous with “uniform”-
across-the-board import liberalization, applicable “universally” to all developing countries.
This is a general theoretical abstraction which is, in turn, based on the theory of comparative
cost advantage according to which universal free trade will lead to an efficient reallocation
of world resources. This theory can predict and explain, under free trade and certain
assumptions, the division of labour between industrial countries and developing countries
and the specialization of the later in production and exports of primary commodities and
labour intensive products. But it, whether in its static or so-called dynamic version, can not
explain the process of “caching-up” and upgrading by late-comers.

The theory of comparative cost advantage is based on unrealistic assumptions such
as the existence of competitive and perfect internal and international markets, the small size
and “passivity” of firms, no “market inadequacy"“ %) constant returns to scale, no externalities
and no other causes of market failure. Moreover, according to this theory, all countries are
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at the same level of technological development, and technology is readily and freely available
to their firms, a mix of goods and services are the same in all countries and each product is
produced with the same technology in different countries. Further, as all firms are small, they
do not play an active role in pricing, technological development, capacity building and the
learning process. Full employment, mobility of factors of production between industries, lack
of uncertainty and risks, are other unrealistic assumptions of that theoretical abstraction.
Accordingly, there is no need for government intervention, whether functional or selective,
as no sector or industry plays a particular role in providing positive externalities.

Theafore-mentioned assumptionsrelated tointernal marketstructureare particularly
unrealistic for low-income countries and those at the early stages of industrialization where
markets are missing or market failure is pervasive and the industrial production and export
base is usually very small. In these countries the existing industrial capacity often reflects the
production of scattered, light manufactured goods, produced at high cost owing to across-
the-board import substitution and low capacity utilization; the latter being due to a shortage
of foreign exchange and skilled manpower.

Although sometimes they pay lip service to the question of growth, the main concern
of neo-liberals is the allocative efficiency."'For example, John Williamson, the initiator
of the Washington Consensus literature, admits that “none of the ideas spawned by ...
development literature ... plays an essential role in motivating the Washington Consensus
..." (see e.g. Williamson, 1990: 19). In other words, what is recommended by the orthodoxy,
does not contribute to “catching up”, industrialization and development beyond a short-
term gain achieved through allocative efficiency.

Concentration on the allocative efficiency was in fact, one of three main
interrelated issues in Adam Smith theory of international trade which has been the basis
of the neo-classical theory of trade and the “trade liberalization hypothesis”. The first is
Smith’s “focussing attention on the allocative functions of the markets to the exclusion
of their creative functions - as an instrument for transmitting impulses to economic
change” (Kaldor, 1972: 1240). The second is his concerns with “interchangeable value”
(international trade] as against “productive power” (economic development] (List, 1856:
253). Third, Adam Smith introduced his universal theory of free trade for “cosmopolitan
economy”, i.e. the economy of mankind as a whole believing that free trade would
maximize the welfare of the world economy as a whole. He, in fact, did not distinguish
differences between the interest of individuals, and mankind in general. He ignored the
fact that some nations may give more weight to their own welfare than to the collective
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welfare of humanity. Yet, he thought what was in the interest of Britain was also in the
interest of the world as a whole (List, Ibid: 245-6, 74 and 261 )

A number of famous neo-classical economists do admit that free trade is an “ideal” as the
theory of comparative advantage is based on abstract assumptions (Haberler, 1950:227; Corden,
1974:7-8; Samuelson1938:226 and 1939:195 and Viner <1953:4—5>‘ For example, according
to Samuelson: “some trade is better than no trade, but that does not necessarily imply that free
trade is the optimum for any country” (Samuelon1938:266)¢'" Jacob Viner (1953: 4-5) correctly
maintains that Smith and other classical economists took a cosmopolitan approach because they
thought that what was in the interest of England was also in the interest of the world as a whole.
Viner admits that what was relevant to their time and country may not necessarily be relevant for
other times and other countries, and, in particular, it may not be relevant for “economically less
advanced countries” at any time. Hence, ‘it is today always necessary, as it was for the English
classical economists, to be perfectly clear whether we are considering a problem, say, commercial
policy from a national or from a cosmopolitan point of view’ (Viner 1953: 5). Despite such
reservations by famous Neo-classical economists, in the end free trade remains the “religion” of
neo-liberals. Such an ideology is, for example, evident in some of the documents of the World
Bank on MENA.

6. World Bank’s Evaluation of Economic Performance of MENA

The Bank praises the socio-economic performance of the MENA region between
1965-1985 as unprecedented in terms of growth of output, poverty reduction, income
equality, reduction in mortality rate, increase in life expectancy, literacy levels and school
enrolment (World Bank, 2004:14). By contrast, it regards the economic performance of
the region disappointing in more recent decades particularly in areas of trade and private
investment and attributes its weak performance to weak policies and weak governance
(World Bank, 2003.a:1-2; 2003.b:2, 8-9 and 10) and high tariffs (World Bank, 2005:156-
162). Accordingly, it advocates deepening and accelerating market oriented reform and a
shift to export-oriented activities (Tbid: 2) as trade is “likely to be a key source of growth
in MENA region in the next decade and beyond” (Ibid: 4). The Reports, however, suffer
from some important contradictions. First, it is not clear on what ground, it is assumed
that the governance capacity of these countries in general has become weaker during
1980s-1990s than the previous decades. In fact, the World Bank shows that the quality of
governance in the region increases with the income level (World Bankk, 2003, b: 5). As
income in all countries of the region has increased during the period concerned, although
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slowly, the capacity of the governance could not have become weaker. One should search
for the reason for their sluggish performance elsewhere.

Secondly, while slow growth performance of the region is attributed to high
tariffs, it is not clear why “resource-rich, importing labour” countries (a number of oil
exporting countries), which according to the Bank have had significantly low tariffs rates
(their median tariff rates was around 5 per cent) (World Bank, 2005:160, figure D.3),
have shown according to the Bank (Ibid: 156-162) the worse growth performance.

Thirdly, on the one hand referring to a few successful cases of china, India and
Vietnam, the Bank argues that “..the content, pace, and sequencing of reform should be
tailored to specific settings” (World Bank 2003.a:5):

...China, India and Vietnam which have often undertaken ...incomplete (or
non-orthodox) approaches [read approaches different from those recommended
by IFIs) to liberalizing trade and investment. But they have produced outcomes
that are often better than in other cases where reform have been orthodox and
complete (as in Argentina and Brazil) (Ibid: 5).

It is not clear if “incomplete” and non-orthodox reform succeed in China,
India and Vietnam, why it did not succeed in Argentina and Brazil and why it should
not succeed in MENA and elsewhere. It is not clear because after admitting the success
of the “non-orthodox approach” and recommending tailoring the “content [our italics),
pace and sequence of the reform to specific settings, the Bank immediately advocates its
own typical policy package. Accordingly, it recommends “across-the-board”, uniform
and “accelerated” (except for the sector in which job losses are likely to be significant)
trade and financial liberalization, significant devaluation, deregulation of domestic and
foreign investment, etc. (Ibid: 6 and 7). It is emphasized that “F{fJaster growth of output,
productivity, and job is available if MENA countries tackle deep seated barriers to trade
and investment” (Ibid: 17). For example a “magic” uniform tariff rate of 10 per cent is
proposed for labour-abundant, resource reach countries of the region (Ibid: 10).

The report does not pay enough attention to a crucial difference between the reforms in
China, India and Vietnam and their contrast with those implemented in Argentina and Brazil. The
former group of countries, as well as other East Asian countries, have designed their trade reform
programmes-at least until recently on their own- as a part of their long-run industrial policy and
liberalized selectively and gradually. By contrast, Argentina and Brazil, and many other developing
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countries, have been under the influence of Washington Consensus or the pressure of IFIs and
embarked on a shock therapy and across-the-board trade liberalization. Let us also mention
that the rapid development in the MENA region during 1965-85 was partly due to growth of oil
exporting countries of the region as a result of increase in oil revenues. Nevertheless, 1965-85 was
the period during which the Governments of the region intervened in the economy heavily and
most countries were engaged in import substitutions industrialization'"®. By contrast, during more
recent decades they have been influenced more than before by external pressure, interference or
advice in their policy makings as mentioned before.

In another report, the World Bank (2005) is blunt in self-criticism of its own
policy recommendations on economic reform during the last quarter of century, yet in
the final analysis “openness” remains a must for all developing countries irrespective of
their level of development. For example, it is admitted that “reform policies of 1990 did
not provide incentive for expansion of production capacity”; that market failure prevails
(p.10); that “one size fits all” policies fail (p.12); that means (reform) were mistaken for
goals [growth] (p.11), etc..

In retrospect, it is clear [our italic] that in the 1990s we often mistook efficiency
gains for growth. The “one size fits all” policy reform approach to economic growth and
the belief in “best practices” exaggerated the gains from improved resource allocation
and their dynamic repercussions, and proved to be both theoretically incomplete and
contradicted the evidence[our italics]. Expectations that gains in growth would be won
entirely through policy improvements were unrealistic. Means were often mistaken
for goals-that is, improvements in policies were mistaken for growth strategies, as if
improvements in policies were an end in themselves (ibid: 11).

Further, recognition is made of the risk in indiscriminate opening of capital
account (Ibid: 14), the importance of “country specificities” in drawing policies (Ibid:
15), the role of trail and error and experiment (p.16). Nevertheless, in the end the idea
of universal free trade seems to be sacred: “trade openness [remains) a key element of
successful strategy” (Ibid: 18) and (protection is not good for economic growth” (Ibid:
135). The only qualification to this sacred formula, which is to be universally applied to
all countries irrespective of their level of development, is that it has to be combined with
other policies i.e. it should be a part of a comprehensive package (ibid:18-21 and 135)
which are mainly elements of Structural Adjustment Programmes.
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7. Evidence From History and Experience of Developing Countries

“We cannot go back to the past. But neither should we fail to recognize the failures of the
present.”(Stiglitz, 2005:32).

Not only, the theoretical approach of the Bank and the Washington Consensus
to “openness” is shaky, but the empirical evidence provided by the experience of other
developing countries which have undertaken across-the-board and universal trade has
also been disappointing. The history of industrialization of both early industrialzers and
latecomers teaches us a couple of important general lessons. First, with the exception
of Honk Kong (Province of China), no country has managed to industrialize without
going through infant industry protection phase. In all successful cases government
intervention, both functional and selective, in the flow of trade and in the economy in
general has played a crucial role. Second, across-the-board import substitution and
prolonged protection have also led to inefficiency and failure. Third, the experience of
premature and across-the-board trade liberalization, whether during the colonial era or
in more recent decades, has been disappointing. Let us say a few words about each.

The experience of all successful countries, whether early industrilzers or late-
comers- including Great Britain-indicates that industrialization began on selective basis
and continued in the same manner until the industrial sector was consolidated. Further,
when their industries matured, they began to liberalize selectively and gradually. In the
case of USA, when the country tried to liberalize pre-maturely in 1847-61, the industrial
sector suffered and the country had to revert to protectionism against imports from
Great Britain. In all successful cases government intervention was not confined to trade,
the state intervened through other means; trade policy was not the only contributory
factor to their success. The government directly and indirectly intervened, in particular,
to develop the necessary institutions and infrastructure and promote investment. In
all cases industrialization was supported by growth in agricultural sector. Corn Law in
Great Britain and protection of rice production in East Asian countries are only two
examples. While different countries did not follow exactly the same path, all learned
from the experience of others ; USA learned from GB, Germany from USA, Japan from
Germany and Republic of Korea from Japan, etc.<See Shafaeddin, 1 998)

Finally, in all main early industrializers-GB, USA, France, Germany- when the
industrial sector was matured, they used tariffs as a tool of bargaining in trade negotiations
or pushed for opening markets in other countries. In the 19" century 5 per cent rules
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were imposed on colonies and semi-colonies through “unequal” bilateral treaties and or
through force (e.g. the imposition of the opium war on China). During recent decades,
developing countries have been pushed through multilateral organizations and bilateral
trade agreements to open their markets (Chang, 2005.a:10 and Shafaeddin, 1998)¢'®.
Further, limiting the policy space of the colonies, in the 19" century, was not confined
to 5 per cent rule. “High value-added manufacturing activities were outlawed in the
colonies and competing export items from colonies were banned. Instead, production of
primary products was encouraged” (Chang, Ibid: 7). During recent decades, tariff peaks
and escalations and arbitrary anti-dumping measures were among means of restricting
imports of high-value added products to developed countries.

The results of forced liberalization on colonies and semi-colonies in the 19the
century was slow growth; “in all parts of developing world. Economic growth accelerated
after the end of imperialism” (when they regained their policy autonomy) (Chang, 2005.
b:32)¢.

Theavailableevidenceontheimpactofacross-the-boardliberalisation ondeveloping
countries during recent decades is similarly disappointing despite the fact that the neo-
liberals and the neo-liberal oriented institutions try to convince us to the contrary (see
e.g. Sachs and Warner, 1995)“*). The studies presented by the neo-liberals, however,
suffer from many methodological problems. In fact, the results of cross-sectional studies
have revealed no, or little, evidence that there was any statistically significant correlation
between trade barriers or openness with economic growth in recent decades (Rodriguez
and Rodrik , 2001; Wacziarg and Welch, 2003; ECLAC, 2OO2>4 More importantly,
UNDP( 2003) finds a positive correlation between a country’s tariff rate and growth rate
for the period 1990s. There is also some evidence that trade liberalization has led to de-
industrialization of low income countries, particularly in Sub-Sahara Africa (Bennel,
1998; Shafaeddin, 1995; Noorbakhsh and Paloni, 2000; and Thoborn 2001)2.

Not only the experience of across-the-board and universal trade liberalization
has been disappointing, but the result of the economic reform in general proposed
by neo-liberal has been unsatisfactory. According to Professor Stiglitz: “Today the
inadequacies of Washington Consensus reform are apparent..."(Stiglits, 2005:31).
He maintains that stabilization policies do not ensure either growth or stability; the
benefits of trade liberalization are questionable particularly that “workers move from
low-productivity jobs to unemployment” instead of moving to high-productivity jobs;
capital market liberalization does not necessarily leads to faster growth and exposes the
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countries to higher risks; privatization often leads to higher prices of utilities; the adverse
social consequences of wrong policies imposed on developing countries has been seen in
many countries (Stiglitz, Ibid:200516-18).

In a study of a sample of about 50 developing countries for the period 1980-2000,
the present author has shown that the results of trade liberalization have been mixed
(Shafaeddin, 2005.a and 2006.a). Twenty countries experienced rapid expansion of
exports of manufactured goods. In a minority of these countries, mostly East Asian NIEs,
rapid export growth was also accompanied with fast expansion of industrial supply
capacity and upgrading. In these countries, at least until recently, economic reform,
particularly trade liberalization, has taken place gradually and selectively as part of a
long-term industrial policy after they had reached a certain level of industrial maturity
and development. By contrast, the performance of the remaining countries, mostly in
Africa and Latin America (majority cases), has not been satisfactory. These countries
embarked, in the main, in the 1980s, on a process of structural reform including uniform
and across-the-board and often pre-matured liberalization and intensified their
liberalization efforts in the 1990s. Consequently, half of the sample countries, mostly low
income ones, have faced de-industrialization. Even in some cases where manufactured
exports grew extremely fast, e.g. Mexico, MVA did not accelerate and little upgrading
of the industrial base took place. During 1990s Mexico achieved annual average growth
rate of manufactured exports of about 30 per cent, yet its corresponding growth rate of
MV A did not exceed beyond 4 per cent as against an average of 7.5 per cent for Malaysia,
Thailand, Indonesia, and Singapore <Shafaeddin, 2005.a, table 2.1> and its own MVA
growth rate of about 7 per cent in 1960s. Notwithstanding its deep reform and significant
inflow of FDI, Brazil’s exports of manufactured goods and MVA grew only by 5.4 per
cent and 1.1 per cent a year, respectively during the same period. Despite two decades of
reform, Ghana’s growth in MV A was significantly negative during 1990s (-35 percent).
Further, the liberalization efforts did not encourage exports of manufactured goods
beyond some wood processing the production capacity of which in fact remained still
below the level of mid-1970s( ibid:46-48). Although the growth performance in both
Ghana and Brazil has somewhat improved in last few years, the sustainability of recovery
is questionable as their investment has not picked up much.

The reform programmes designed by IFIs failed to simulate private investment,
particularly in the manufacturing sector; the I/GDP ratio fell even where the inflow of
FDI was considerable-e.g. in the case of a number of Latin American countries including
Brazil While, trade liberalization changed the structure of incentives in favour of
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exports, the balance between risks and return changed against the manufacturing sector.
In contrast to traditional MS, the outward orientation strategies reduced the incentive
for investment in manufacturing sector due to reduction in its profit margin resulting
from import liberalization. At the same time, it increased the risks of investment due
to increased competition in the domestic market and the lack of sufficient market
information and marketing channels for exports.

Generally speaking, in the “majority cases” trade liberalization has led to the
development and re-orientation of the industrial sector in accordance with static comparative
advantage. Resource-based industries and some labour intensive activities, such as assembly
operations, expanded in most countries and little up-grading took place. At the same time
some labour intensive industries shut down leading to significant lay offs. The performance
of two categories of industries was, however, exceptional. These include industries that were
near maturity and/or those which had been dynamic during the import substitution era.
Both categories continued to be dynamic in terms of production, exports and investment. For
example, the aerospace industry in Brazil, benefited from liberalization as the competitive
pressure that emerged made it more efficient despite the initial difficulties it encountered
(Shafaeddin, 2006.a) . Otherwise, many industries were destroyed without necessarily leading
to the emergence of new ones.

The mixed results obtained from the above-mentioned study and the historical
experience of successful cases prompted the author to conclude that there is a need for an
alternative approach to trade and industrial policies as comparative advantage has to be
created; it is not god given.

8. A Framework for Development Oriented Trade and Industrial Policies

Wedonotintendto presentablueprint for trade and industrial policies, industrialization,
upgrading and economic development in general. Each country’s particular situation has to be
taken into account. Nevertheless, drawing on the experiences of both early and late industrializers,
some elements of an alternative trade and industrial policy can be outlined: trade policy should
be development-oriented, country specific, based on the realities of the international market,
and allow for the dynamic and changing relative roles of market, firms and governments in
co-ordinating economic activities over time. Further, they should be selective, mixed, dynamic
and predictable in nature; pay attention to the complementary role of ‘non-price factors’ and
agriculture. Trade policies should enhance productivity rather than relying on repeated
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devaluation. Finally, FDI should be used selectively and effective management of capital flows
should be ensured.

Development Orientation: Trade policy is a means to achieving the general development
objective of a country including building up supply capacity and industrialization. So are, in fact,
international trade, market, industrial policies, FDI, technology, etc. The “means” and “ends” or
objectives should not be confused. Therefore, trade policy is not necessarily synonymous with
trade liberalization and success in “liberalization”, or “protection”, per se is not a guarantee of
“success” in development.

Following Myrdal (1971:356) we define development as “the movement of the
whole social system upward”. Therefore, it is a dynamic process involving, inter alia, not
only growth but also raising of the standard of living of the masses of population and
providing them with employment. Trade policy should help achieving these objectives.
Export expansion should not take place simply for exports’ sake. The aim of export
development and competitiveness is not to keep wages and other income of citizens low;
otherwise, ends are sacrificed for means (Paus 1 989). Similarly, integration to the world
economy should not take place for the sake of integration .Wade (2005) correctly argues
that development is more about internal integration than external integration. Internal
and external integration should reinforce each other as external integration is beneficial
if only it contributes to internal integration (Wade, 2005: 94-5).

Specialization on the basis of theory of comparative cost advantage is necessary
to begin with the process of industrialization, but if a country stops at producing and
exporting labour intensive and resource based industries, those objectives will not be
met in the long-run. In order to covert the industrial sector “into gradual acquisition of
retainable industry” there is a need for upgrading of the industrial structure in accordance
with dynamic comparative advantage (Gomery and Baumol, 2000:71). Such advantage is,
however, “made not given”, and it will not be achieved through the operation of market
forces alone. A country can develop comparative advantage in an industry of its own
choice through Government action (Cline 1983:155-56).

Toachievedynamiccomparativeadvantageandservethe purposeofdevelopment,
therefore at any point in time, trade policy may comprise protection accorded to some
industries though tariffs and/or quantitative restrictions, payments of subsidies, or any
other measures necessary to achieve the objectives of development. At the same time it
may also include liberalization of trade in some other goods as appropriate.
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International Market Structure and the “Competence Gap”: The design of trade
policy should be based on the realities of the international market and the specific condition of
each country rather than on some theoretical abstraction. In a world where the characteristics
of the market are different from the premises of trade liberalization hypotheses, relying on
market forces alone will not lead to the achievement of dynamic comparative advantage.
In such a world international prices are distorted by the activities and interests of large
oligopolistic firms, governments of industrial countries, mal-distribution of income and
assets among developed and developing countries and by the tastes and technologies
possessed by the former. Further, as mentioned before, the increasing market concentration,
the growing technological competence gap between developing and industrialized countries
and other developments in the world economy have increased the role of knowledge and
experience in industrialization. Thus the period of learning has prolonged. In such a world,
the need for infant industry support has increased. Some support is initially required for
penetrating into international market. Whether the necessary support should be provided
through protection or subsidization of output, or factors of production, is a secondary issue.
The main point is that infant industry support is needed not only for import substitution
but also for export promotion. For a newcomer, the unit cost of production is high not only
in industries subject to economies of scale, but also in all other industries due to the lack
of experience and knowledge (Fontaine 1992). Their infant industry support is therefore
unavoidable. List (1865), Mill (1965), Stiglitz(1996), Wade (1990) Dasgupta and Stiglitz
(1988),Redding(1999), Buffie (2001), List (1865), Mill (1965), Senghaas(1989) and
Shafaeddin (1995.a and 2005.a) are among those who have argued in favour of temporary
and selective infant industry protection.

Country Specificity: There is no universal rules and blueprint for trade policy
as mentioned earlier in this section. Economic policies, including reform programmes
need to be geared to each country’s needs, the degree of market development, initial
industrial capacity, level of development, development objectives and socio-economic
characteristics. In each point in time, for developing countries with little or no industrial
capacity, such as the low-income countries that are mostly located in Africa, the vital
issue is to develop supply capacity and to lay the foundation for expanding export. For
countries which have already undertaken some degree of import substitution, such as
some Latin American and the Middle Eastern ones, the main requirement is to make
their industries efficient and competitive and to expand exports. The challenge for those
with some export capacity — the NIEs - is to develop their technological capabilities to
upgrade their industrial structure in order to exploit new opportunities in the domestic
and international markets.
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The existence of “competence gap”, risks involved in new activities and
prevalence of positive externalities related to training and skill development were the
main argument put forward by F. List (1856), the founder of theory of temporary
infant industry protection, who challenged the classical theory of trade. Nevertheless,
his emphasis was on the need for taking into account the industrial capacity and other
specific conditions of each country. The aim of protection according to him is to develop
the “productive power” of a newcomer country which lags behind early industrializers.
But the development of the productive power of a nation depends mainly on development
of “mental capital” (human capita)] which in turn depends on specific soci-economic,
institutional and moral factors, etc. (see Shafaeddin, 2005.b, for more details).

It is interesting to note that although he was a classical economist, J.S. Mill fully
endorsed the infant industry argument on the basis of the same reasoning provided by
List (competence gap, risks, externalities) and referred to country specificity as is evident
from the following passage.* Mill also adopted a dynamic perspective on comparative
advantage requiring government intervention.

The only case in which, on mere principles of political economy, protecting
duties can be defensible, is when they are imposed temporarily (especially in a young and
rising nation) in hopes of naturalizing a foreign industry, in itself perfectly suitable to the
circumstances of the country. The superiority of one country over another in a branch
of production often arises only from having begun it sooner. There may be no inherent
advantage on one part, or disadvantage on the other, but only a present superiority of
acquired skill and experience. A country which has this skill and experience yet to acquire,
may in other respects be better adapted to the production than those which were earlier
in the field; and besides, it is a just remark of Mr. Rae, that nothing has a greater tendency
to promote improvements in any branch of production than its trial under a new set of
conditions. But it cannot be expected that individuals should, at their own risk, or rather
to their certain loss, introduce a new manufacture, and bear the burden of carrying it on
until the producers have been educated up to the level of those with whom the processes
are traditional. A protecting duty, continued for a reasonable time, might sometimes be
the least inconvenient mode in which the nation can tax itself for the support of such an
experiment (Mill 1965: 918-19).

The Role of Market, Firms and Government: The market definitely has a role to
play in the process of industrialization and development. Nevertheless; it can deal only
with gradual and marginal changes. It is “inadequate” on its own to accelerate growth
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of supply capacity, promote dynamic comparative advantage and upgrade technological
capabilities. There is a need for government intervention. Moreover, “...there is no way
that the government can avoid forming a ‘vision” of where the economy is going” (Stiglitz,
2005:29).

The price mechanism is slow to create market and develop “non-price factors”.
By non-price factors we mean institutions, infrastructure, information and back-up
services necessary for the efficient operation of markets. The response to incentives will
be limited especially when non-price factors are lacking. The market also fails to make
ineflicient industries efficient and competitive, particularly through shock therapy, i.e. by
sudden and drastic trade liberalization. Large and sudden changes in the price structure
create uncertainty.

Similarly, technological upgrading is not an automatic process. It involves a learning
process for generating specific technical and managerial skills in the chain of production and
distribution. Technological learning requires time and experience; it is costly and involves risks as
well as externalities. It necessitates a deliberate effort and a systemic and comprehensive approach
to policies and actions at all levels: enterprises, sectors, national and international.

Learning plays a vital role in industrialization,*" and takes various forms: learning by
studying and training; learning-by-doing; learning-by-using, imitating and adapting; learning
by experience; and most of all learning by trial and error. While learning has to be promoted at
various level of the economy, specialized capabilities are developed at the firm and activity levels.
It is efficient firms which are able to export, as knowledge and skills are firm-specific and activity-
specific. Hence, not only functional intervention, through education, but also selective and targeted
interventions are required by the government to promote specific skill and learning at the industry
and activity levels.

Although there is a risk of government failure, this is not an argument in favour of leaving
everything to the mercy of market forces. After all, market is not and cannot be the only coordination
mechanism. The coordination of economic activities at both domestic and international levels takes
place through a “coordination system” (Shafaeddin 2004.a); that is the combination of markets,
state and firms, complemented and supported by “non-price factors”. Nevertheless, in contrast
to the orthodox approach according to which firms are passive, the firm is the driving force in
such a coordination system, around which the other coordination mechanisms operate. Hence,
government action and policies, should complement the market, it should not replace it.
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The relative role of each element of the coordination system and the degree of
the interaction among various mechanisms vary from one country to another and in
each country over time, depending on the level of development, structural, historical and
socio-political conditions of the country, and on the interrelation among various sectors
of the economy. Similarly, the role of the private and public sectors may change over
time, although close cooperation between the two is essential throughout the process of
development.

In each country and in each period, the relative role of each element of the
coordination system also depends on the existence of various markets and the degree of
market failure which is, inter'alia, influenced by the nature and the degree of development
of “non-price factors”. At the early stages of their development, developing countries
face a dilemma, because all coordination mechanisms run a high risk of failure. Market
failure is pervasive because of the lack, or underdevelopment of markets; the risk of
entrepreneurship failure is large because of the lack of experienced entrepreneurs and
underdevelopment of the formal sector; the risk of government failure is significant
because of the low capacity of the bureaucracy. The lower the level of development,
the higher is the risk of coordination failure. Moreover, there is a vicious circle. The
country is underdeveloped because of the failure of the coordination mechanisms, the
coordination mechanisms fail because of the low level of development. To break this
circle, action should be taken on all fronts: to create or improve markets, to increase the
organizational capacity of entrepreneurs, to develop the necessary infrastructure and
institutional framework of the country and to increase the capacity of the State.

Nevertheless, to break the vicious circle, initially the key role is to be played by
government. As we mentioned earlier in this paper, market forces per se will develop
neither the market nor the “non-price factors” rapidly. During the early stages of
development, the direct participation of the public sector in industrialization may become
essential, particularly in areas where the private sector is not prepared to invest because
of existence of high risks or in industries which involve significant externalities. As the
private sector and the market develop, public ownership and the role of the government
may gradually be reduced. Experience, however, indicates that the development of
infrastructure, institutions and back-up services and provision of information cannot be
left to the private sector entirely because of the need for significant overhead investment
and involvement of externalities. Further, “Government could, in principle, enhance
the efficiency of the market” (Stiglitz 2005: 25) and make it more development friendly
(Wade, 2005, Lall 2004, Stiglitz, 2005 and Shafaeddin, 2004.2) .Yet more, the “government
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has the responsibility, and the opportunity, for shaping the economic environment”
(Stiglitz, 2005:31).

It is sometimes argued that even if the application of industrial policy of one type or
another is justified, the capacity of the state in developing countries is insufficient for their
efficient implementation. It is partly for this reason that, it is argued, the East Asian experience
is not replicable in other countries. A couple of points worth mentioning in this respect. Firs,
the state capacity of many developing countries today is not necessarily inferior to that of
Republic of Korea, or Thailand, in 1950s and 1960s. Second, even if it were the capacity of
the state can be improved, but missing market will not develop by itself and market failures
will not correct themselves automatically. Third, and more important, there is a contradiction
in the logic used in the argument on the capacity of the state in developing countries. Wade
correctly states that:

“...ironically, the world is proceeding on the assumption, in the TRIPS agreement, that
developing country states do have a considerable capacity to enforce patents and copyrights.
It is not obvious that a state that can do this would not also be able to implement effective
protection and other forms of policy” (Wade, 2005:94) ¢

Hence, the key issue in development of an efficient coordination system, particularly
for countries at early stages of industrialization and development is to improve the learning
capacity and efficiency of the government machinery in formulating, implementing and
correcting its policies. It is not easy but feasible, as the experience of both early industrializers
and NIEs indicate. Since design of trade and industrial policies differ from one country to
another, nobody knows what the “right policy” might be (as nobody knows what the “right
prices” are) exactly in each specific case. It is a question of trial and error — of learning by
doing. This is why the learning capacity of the government is vital indeed.

Therefore, it is a fallacy that there is no, or limited, role for government in the process
of industrialization. Some government intervention is required to compensate for market
deficiencies and inadequacies, to build up and upgrade production capacity, whether or not
for export, to create markets, to establish complementary “non-price factors” and to correct
market failure. Furthermore, the market is a “servant” — the means — and not a “master”. As
prices are to serve the long-term objectives of development, a wrong, i.e. distorted short-
term price structure may be the right one if it serves to achieve the long-term objective of
dynamic comparative advantage (Fontaine 1992, Amsden 1989 and Paus 1989).
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In other words, the question is not “market or government”: it is to what extent
the government should intervene, in what form; and how the efficiency of the government
intervention could be improved to minimize government and market failures. Nevertheless,
unnecessary, rigid and prolonged government intervention in the economy should be
avoided; the government should not replace the market when it operates well.

Features of Trade and Industrial Policies: Trade and industrial policy should be selective,
mixed, dynamic, and predictable and supplemented by development of “non-price factors” and
agriculture. The scarcity of resources, existence of market failure, different externalities and different
learning effects and linkages in different industries would imply that industrial development
should start on a selective basis. Some consumer goods that are most commonly in demand in the
internal market and which preferably also involve significant learning effects could be chosen as a
first group of industries for capacity building. Whereas the final products of selected industries are
protected, imported inputs for these industries should be free of duties.

The provision of protection to the selected industry should not, however, be given
without conditions and without limit. The government should insist on performance in
exchange for the incentives and sanction the industrialists in cases where their performance
is not satisfactory. In other words, any industrial strategy should embody elements of
both rewards and pressure from the government, market or both. As firms develop their
production capacity, the government should introduce or gradually increase the pressure of
competition in the internal market by allowing new entrants to the field. In industries where
economies of scale are important, however, the competitive pressure should not be at the cost
of production at an inefficient scale. One criterion for performance should be cost reduction
and quality improvement.

F. List clearly spoke of providing rewards and prizes in addition to tariffs or subsidies
to enterprises which perform well in terms of product quality improvement, efficiency,
acquisition of knowledge etc. and introduce pressure on industries which are provided with
incentives:

If a government observes that manufacturers are producing goods lower in quality
and higher in price than those made abroad and if it is satisfied that this is the fault of the
local industrialists it should offer substantial prizes as a reward to those manufacturers
who, within a specified period, are able to make goods which approach those made
abroad in quality and price. The ability to manufacture such goods regularly should also
be considered when awarding prizes. Acceptance of such an award should be conditional
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upon a firm allowing workers employed elsewhere to visit its factory so as to improve
their technical knowledge. (F. List quoted in Ho, 2005: 739).

Similarly, should a government decide that manufacturers have failed to make products
which are as good as those made abroad simply because they have not been able to secure the
services of a sufficient number of hardworking skilled men it should offer prizes to workers who
reach a high standard of technical skill. It should also offer prizes to firms which, in a particular
period, have succeeded in attracting foreign workers of proven skill and reliability into their
employment. (ibid, 740.).

According to List, the pressure on enterprises to perform is applied first through the
introduction of domestic competition followed by gradual import liberalization (see Shafaeddin,
2005.b for details).

Almost all successful industrializers applied some sort of performance requirement, or
“control mechanism” to discipline the protected industries or manage the foreign companies. For
example, in East Asian countries subsidies were provided in exchange for performance including
export performance (Amsden, 2005and 2001)). As far as FDI is concerned, in Japan and other East
Asian countries the right of foreign firms to sell in the domestic market was linked to the increase
in production of parts and components or, in the case of Thailand, for hiring local managers
(Amsden, 2005:222) USA and other developed countries also have applied requirement of one
kind or another even during 1990s (Kumar, 2005:182-5). Amsden distinguishes three major types
of performance standards:

First, techno-standards (which] ties subsidies ... to the professionalization of managerial
practices. Second, policy standards(which]ties subsidies to the promotion of major national
strategic priorities, such as maintaining price stability, increasing local content, raising the level
of exports and not worsening income distribution. Third, both types of performance standards, as
they operate in the arena of science and technology, (and which] are designed to increase national
skill formation and the generation of firm-specific knowledge-based assets (Amsden, 2005:227).

To continue, as domestic capacity is developed in an industry, all measures should
be taken to allow the firms involved to enter into the foreign market rapidly. At this stage the
relevant firms need to improve efficiency and quality if they are to compete in the internal
and international markets. But the disadvantages of cost, external economies in market
search and marketing, lack of experience in exporting and marketing and risks related to
entry barriers require “infant export protection/support” through export subsidy, tax holiday
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and/or fiscal incentives. Infant industry support is not confined to the import substitution
phase of production. Government intervention should be more evident during the second
stage of infancy, i.e. when the infant industry starts to cut into the international market.

Once again incentives should be provided in exchange for performance - this time
for export performance. One policy practised in Japan and other East Asian countries was to
give preference in the allocation of foreign exchange for the import of inputs to those firms
which showed satisfactory export performance.

The enterprises must be made to know in advance that infant industry support during
its first and second phases is temporary. They should also know the schedule of the phase
out of this support. The pressure for improved efficiency should eventually take the form of
gradual liberalization of imports of final goods.

While the first group of industries go through the second infancy phase, an
attempt should be made to use their exports proceeds for a parallel development of
the second group of industries; again on a selective basis. These industries may include
some other consumer goods and/or intermediate inputs used in the production of the
first group of industries. A system of drawbacks should apply to the products of these
industries when they are exported. As the second group of industries matures in the
production process, some sophisticated and durable consumer goods, some inputs to
the second group of industries and some machinery used in production of the first group
could be added to the list of infant industries for support. Eventually, some of these
industries become subject to infant export protection.

Infant export protection/support also takes place on a selective basis for each
group of industries which, over time, would themselves be subject to the same modalities
as that of the first group. The choice of machinery may be influenced by the size of the
country and the type of existing industries. The process of deepening industrialization
could continue until an industrial base is established, export capabilities developed and
capacities for efficient production of machinery are acquired. During such a process
for each industry while the role of government intervention is gradually reduced, the
responsibilities of the firms and the role of the market are increased. Inter-firm relations,
through trade and industrial associations, could be developed to help undertake these
responsibilities. Clustering of industries would be useful to exploit externalities in
institutions, infrastructure, marketing, skill development, etc. Nevertheless, clustering
also requires support and guidance from the government. A close government-business
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relationship for drawing and implementing the related rules and guidelines would
facilitate the process of industrialization and interchange of information.

For example, if textiles were chosen as a first group of industries for industrial
development, in the first phase textiles would be supported and supplied with a free flow
of imports of yarn and machineries. In the second phase the protection of production
should be gradually reduced, but assistance and incentives should be provided to promote
exports of textiles. In this phase, exports can be accompanied with import substitution of
yarns. Ultimately, assistance to exports of textiles should be reduced to zero as the industry
matures and penetrates into the international market. In the meantime textile machines
can be produced domestically and possibly be exported. When a number of industries
are developed in this manner over time, the related process is said to resemble “flying
geese”, an expression first used in the context of Japanese industrialization. Nonetheless,
almost all successful industrializers followed more or less a similar process.©*®

Not all industries selected for import substitution could be necessarily candidates
for exportation. Nonetheless, this should not imply that protection should continue for
ever, the industries developed through import substitution should be made efficient so
that they could compete at least in the domestic market.

As the industrial base widens the expansion of investment in production and
export capacity takes on more importance. Specialization in production and exports of
standard manufactured goods is subject to the fallacy of composition if a large number
of developing countries produce similar products. Therefore, to avoid terms of trade
losses the industrial deepening should follow industrial widening. Industrial deepening
requires the upgrading of products and the production process, quality improvement,
and introduction of new products or a new variety of the same products. This process
requires a technological innovation which is different from innovation at early stages
of industrialization. At the early stages, innovation could take the form of introducing
and operating a new machine or imitation and adaptation of technologies to local
conditions. Innovation required for upgrading the industrial structure, necessitate
R&D and eventually development of new and frontier technology. The development of
new technology in turn necessitates “infant” support because of the risks and dynamic
external economies of learning involved.

To exemplify the evolution of dynamic and mixed trade policy over the period
of industrilization, we have presented the example of tariffs, as an instrument of trade
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policy, in table 3(Note that the figures provided are only for the purpose of exposition).
As can be seen, in each phase some industries are protected and others benefit from free
trade; an industry will not be subject to protection permanently, after a while it will be
liberalized gradually; the average tariff rate for the manufacturing sector rises first before
declining and reaching zero eventually.

Table 3: Evolution of Average Tariffs for Various Groups of
Industries at Different Phases of Industrialization

Phase RB&LI LT MT HT Manufactures
(Average)
I 20 0 0 0 5
I 10 40 0 0 12.5
I 0 30 50 o 125
v 0 20 40 40 o5
A4 0 10 30 40 20
Vi 0 0 15 25 10
VII 0 0 5 15 5
VII 0 0 0 0 0
Source: Akyuz (2005: 27)
Notations:

RB: Resource-based industries

LI: Labour -intensive industries

LT: Low-technology-intensive industries
MT: Medium technology-intensive industries
HT: High technology-intensive industries

Hence, for sometime a combination of import substitution, export promotion;
infant industry support and import liberalization is at work for a mix of consumer goods,
intermediate products and capital goods. Nevertheless, thereis no “quick fix”. Industrialization
is a long and tedious process. It took over 250 years in the case of Great Britain and over 200
years in the case of USA and Japan.

In short, the framework for trade and industrial policies which we have proposed
is not a récepi for protection; on the contrary it is a means of industrialization before
liberalizing trade completely. As F. List stated nearly two century ago: “..restrictions are
but means, and liberty, in its proper sense is an end” (List, 1856:64). What he implies is: we
should first aim at liberty from underdevelopment, then liberty from trade restriction.

Foreign direct Investment and capital flows: The experience of developing
countries indicates that FDI can acts as an important channel for export. It may also make



Is Industrial Policy Relevant in the 21% Century? 41

a notable contribution to financing investment temporarily. Nonetheless its longer term
contribution would be often limited in relation to total domestic investment and would
involve little technological spill over (Gallagher and Zarsky, 2004, Huang, 2000, Grether,
1999, Buitelaar and Pérez, 2000, Moltimore, 2000 and Hanson 2001). The recent experience
of China indicates that FDI could play an important role in industrialization, by contributing
to the skill development of local manpower and expansion of domestic value added, if it is
guided and targeted toward specific areas where foreign technology is most needed. In fact,
China’s experience, unlike Mexico’s, would teach us that one could think of a process of export
promotion through FDI that could eventually lead to import substitution if it is managed
by the Government (Pizarro and Shafaeddin 2006). China started assembly operation in a
number of industries, particularly electronics and telecommunication, based on imported
input and gradually has been increasing domestic production and exports of components
(Shafaeddin 2004b). For example, the share of components in exports of manufactured
goods (excluding chemicals) of the country increased from about 6.4 per cent in 1992/1993
to 14.5 per cent in 1997/1998; and, 16.7 per cent in 2002/2003 after the accession to WTO.
More importantly, the corresponding share of imports of components, which had increased
continuously between 1992/1993 until 1997/1998 from 17.7 per cent to 23.2 per cent, first
increased more slowly (reaching nearly 24 per cent in 2000/2001) and then declined to 22.3
per cent in 2002/2003 despite the accession to WTO.?”(Pizarro and Shafaeddin, ibid).

Finally, capital flows should be also controlled and managed. Otherwise, erratic
movement in capital flows will lead to erratic changes in the flow of imports, the exchange
rate, interest rate, production cost, and the price structure. The ensuing chaos and
confusion makes the price structure and the exchange rate lose their function as a guide
to investment for the expansion of output and export, thus leading to instability in all
significant economic variables - including MVA and GDP. In particular, the instability
in the flow of imports would also severely affect the growth of MV A and GDP.®** In fact,
in violently changing conditions and for large maladjustments, exchange rate devaluation
may be harmful and would not be desirable (Arndt 1988 and Henderson 1948).

Limits of Devaluation: Devaluation of the local currency can temporarily provide
some incentives for the production of tradeable goods, particularly exports.*® It may
also serve other purposes but, for a number of reasons, it is not necessarily the most
desirable measure as a tool of industrial policy when it is used repeatedly. First, it is used
as a tool of uniform (nominal) price changes over the whole range of tradeable goods
rather than for selected products.*”. Supply response to prices is much lower when all the
outputs of a sector are equally affected; it is stronger when relative prices increase only
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for one good, or for a few goods (Streeten 1987). Even in industrialized countries there
is some evidence that reallocation of resources from non-tradable to tradable sectors,
and within tradables from importables to exportables (and in the latter from traditional
to new products), might be more responsive to targeted incentives such as subsidies than
to exchange rate adjustment (Schydlowsky 1982).

Second, the direct impact of devaluation on production cost in manufacturing
products, particularly exports, is greater than on the other sectors of the economy because
of their higher import intensity which has, in fact, increased significantly due to import
liberalization. Industrial production in low income countries, in particular, is dependent
on imports often for more than half its inputs. Therefore, in countries with a high ratio
of imports to GDP, where manufactures are a small fraction of total exports and the
manufacturing sector is highly import-intensive, incentives for exports of manufactures
should be provided by other measures than devaluation. These may include e.g. subsidies,
tax holidays and other fiscal and financial measures targeted to particular industries.

Further, the indirect contribution of devaluation on the cost of production in
the manufacturing sector could be also higher than the other sectors if devaluation is
accompanied by, or result in, a decline in productivity in this sector due to supply or
demand factors or a combination of both. When devaluation involves contractionary
effects,*” or is accompanied by contractionary macroeconomic management, the
demand for domestically produced goods will be reduced. Similarly, export may not
increase in response to devaluation when the structure of supply is rigid, when export
supply is constrained by import compression or low quality and inappropriate product
for foreign markets, or when there is the lack of marketing channels. Similarly, export
may not increase much because of low price elasticity of demand or recession abroad. As
aresult, the combination of reduced effective domestic demand and little or no expansion
in export may lead to lower capacity utilization and a decline in productivity. The neglect
of the need for enhancing productivity and the overemphasis on devaluation has been
important weaknesses of the neo-liberal reform programmes.

Third, devaluation could disrupt the economy through its inflationary impact,
particularly in low-income countries. In fact, we have estimated that for every 10 per cent
nominal devaluation during the period 1980-1987, in countries where per capita income
was less than $400 (in 1986), the real exchange rate declined only by 3 per cent within a year
(Shafaeddin 1992; see also Edward and Wijnbergen 1989).¢?
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Fourth, devaluation, as well as import liberalization, tends to turn the domestic terms
of trade in favour of primary commodities and against the manufacturing sector because of
differences in the nature of price determination in the two sectors (Shafaeddin 1991)%¥.
While this may have a welcome positive effect on food production, it would seem that cash
crops have benefited more than foods in many developing countries which have applied
structural adjustment programmes (Stewart et al. 1992). Further, simultaneous currency
devaluation by a large number of countries that produce the same commodity may result in
terms-of-trade losses and decline in real wages due to the “fallacy of composition”.

Finally, the available empirical evidence indicates that other factors are more
important in export competitiveness than exchange rate and costs and prices. For
example, Fagerberg (1988) has shown that the contribution of cost competitiveness
resulting from low wages was far less than technological competitiveness and the ability
to compete on delivery (ibid.371). An empirical study by Kaldor (1978) for the period"
1963-1975 indicates that countries with the fastest rate of growth of exports, e.g. Japan
were those which at the same time experienced faster rates of increase in their relative unit
labour cost (RULC) than others. On the basis of this study he also concluded that in the
long run relative changes in exchange rate can be the result of competitiveness, rather than
its cause. Thus, he added, relying on changes in RULC alone as a policy tool for improving
competitiveness would be a simplistic view.**’ Amendola et al. (1993) reached similar results
for the period 1967-1987.C%

In the long run, enhancing productivity rather than repeated nominal devaluation
is a key to success in industrialization as mentioned earlier. Nonetheless, with the presence
of strategically active international firms, the concept of productivity takes on a different
meaning. It is not merely concerned with the volume of output produced. It involves creating
value to the consumers through factors which contribute to the lowering of the price elasticity
of demand. Such are, for example, a reputation for reliability, the supply of high quality
products, timely and rapid deliveries, etc. Productivity enhancement requires continuous
learning, skill development, innovation and upgrading.

The Role of “Non-price Factors” and Other Influences: Trade and industrial policy
alone cannot succeed unless they are accompanied by a host of other factors. The process of
industrialization requires what we call “COU-Ps-INs" (Shafaeddin, 2006.b) and development of
agriculture. COU stands for: Create capacity, Operate it efficiently and Upgrade the industrial
structure. To do so incentives is necessary but not sufficient. There is a need for a number of INs
and Ps. The INs include Investment, Input, Infrastructure, not only transport and communication
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but also other facilities such as marketing channels, distribution network etc; Institutions,
Innovation and Information (Streeten 1987). We use information here in its wide sense of the
term which includes knowledge, science as well as market information which requires investment
in human resources through education, skill and training. In fact, investment is essential for all
other INs as well as for the expansion of supply capacity and creation of organizational capabilities
and learning. Most of INs outlined here are elements of “non-price factors” mentioned earlier.

The Ps stands for Political stability, Predictability of policies, Participation by
the citizens in the process of development and Pressure for performance as previously
explained. There are also two INs which are to be avoided. These are instability in exchange
rates and inflation which are largely related to agricultural development, devaluation of
the currency, capital flows and macroeconomic policies.

Development of agriculture is essential, particularly during the early stages of
industrialization, to increase the supply of food, where feasible, in order to contribute to
the availability of wage goods and to ease the pressure on the balance of payments and
ease inflationary tendencies. For the same reason, an ample availability of other basic
consumer goods is also important, as availability of wage goods not only eases inflation,
but also contributes to competitiveness of manufactured goods in the international
market.

9. Some Concluding Remarks

The alternative approach we have proposed above looks idealistic as it is not in
conformity with WTO rules, the “Washington Consensus” and the practices of IFIs
and main bilateral donors in their dealings with developing countries. Nevertheless, the
existence of such rules, Consensus and practices are not an argument against what is
required for achieving industrialization and development. These rules are not God given;
they can and need to be revised to become conducive to development according to the
bottom-up approach we have suggested in this study.

Like Helleiner, “Tam realistic enough to recognize that re-conceptualization of WTO
as a development institution may not happen quickly (although I am fully confident that it
eventually (my emphasis) will).” It will take time (Helleiner 2000:19). We are also well aware
that such a reconceptualization will involve hard bargaining since experience has shown that
developed countries will not give in purely on moral grounds (Shafaeddin 1984). Nevertheless,
two points are worth emphasizing. One is the realization by all parties involve, particularly
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developing countries, that there is a need for reconceptualization. Fortunately there are signs
that the dominant neo-liberal economic philosophy propagated by Washington Consensus
is shifting in favour of a development oriented philosophy. The failure of the American States
in Buenos Aires in late October-early November 2005 to agree on American Free Trade Area
of America (FTAA) proposed initially by the USA in 1994, is one example. The difficulties
encountered in international trade negotiations since the WTO meeting in Seattle is another.
It has become evident that developing countries do not bow to pressure easily any more.
They are better informed and better prepared than they were during the Uruguay Round
although they continue to be bullied by developed countries. Further, their experience of
trade liberalization during the last two decades must have been influential in removing their
illusions about benefits of universal and across-the-board trade liberalization.

The second point is that developing countries do have some bargaining power
in international trade. After all they absorb about 23 per cent of exports of developed
countries <when intra-trade of the EU is excluded, the figure reaches well over 30 per
cent).®” The question is how to mobilize these bargaining chips and strengthen their
negotiation position (Shafaeddin 1984).

A detailed redesign of WTO rules and other international trade and industrial
policies relevant to developing countries®” has to be a subject of a separate paper.
Nevertheless, a couple of general points are worth mentioning with respect to a required
framework for an international trade policy. First of all, the whole philosophy behind
WTO rules, as well as practices of IFIs, needs change. It is not “policy space” as such
within the existing framework of WTO rules that developing countries require. What is
needed is a totally different approach and framework which allows for a mixed, flexible
and dynamic trade policy with a broader dimension of space and time rather than one
which is a one-size—for-all and for-all-time. This dimension of space would imply that
trade policy should allow for different levels of development and industrialization of the
various countries at each point in time as a rule and not as exceptions to the rules, i..
not in the way it is sometimes requested by developing countries within the context of
the so-called “special and differential treatment”. For each country at each point in time
some industries may be protected while some others may be subject to free trade or trade
liberalization. The dimension of time would imply that the international rules should
allow for dynamic trade policy of each developing country as the country develops
leading ultimately to free trade on the line we have explained in this study.
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Second, export performance requirements and domestic content clauses should
be allowed in the relation between host countries and TNCs.

Third, while some protection of intellectual property is needed to encourage invention
and innovation, the TRIPs agreement should be changed in order not to create severe barriers to
the diffusion of new technology to the firms of developing countries because these barriers could
render industrial deepening and upgrading difficult.

In short, the international community should aim at achieving more equitable
international economic systems and policies in which the needs and different situation
of countries at different levels and various stages of development are taken into full
consideration.

Footnotes

("The share of parts and components in total exports of manufactured goods increased from

13.2 per cent for the period 1981-90 to 18.8 for 1990-2000 <W0rld Bank, 2003.c):55; table 2.2.
®1n 2001 the share of intra-firms trade in total exports of USA and Japan was 37 per cent and 31 per cent,
respectively.
One should add also the higher risks and costs related to instability in exchange rates of main international
currencies.
(Another source of external economy is the sheer expansion of the industrial sector as a whole i.e. the
Marshalian external
economy. Nevertheless, this sort of external economies achieves only ex-post as the industrial sector
develops.
(®Some exceptional limitation on commitments in particular service activities can be acceptable on the
basis of a clear list . For more details on the three Agreements mentioned above see Wade (2005).
®1f, however, subsidy is provided to an enterprise without being made legally contingent upon export
performance, it would not be prohibited: “The mere fact that a subsidy is granted to enterprises which
export shall not for that reason alone be considered to be an export subsidy...” (ASCM, para. 3.1. a, footnote
4).
("In addition the use of export subsidies is allowed for countries with per capita incomes below $1000.
®All fifty American states in the USA use subsidies for regional development in order to
attract industry (Amsden; 2005: 221). In this case it is definitely against the WTO rules as all states can not
be disadvantaged]
(9See, for example, the text of the G-20 Ministerial Declaration Adopted on 19 March 2005 at the conclusion
of the Ministerial meeting of G-20 in New Delhi, 18-19 March 2005: http://www.twnside.org.sg/title2/
twninfo190.htm.
(19The validity clause related to technology which was agreed upon for a trial period of five Years was not
however extended.
("In addition, countries which are involved in bilateral trade agreements with the USA and EU are subject
to tougher TRIPS’ standards (Wade, 2005:83-4).
(12See Khor and Yen, 2005:10- 12 for details.
(9Five per cent of tariff line can be excepted provided the related imports do not exceed
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5 per cent of the total value of member’s imports (para 8, annex B of the WTO July Package).

(9The Swiss formula is: T= (a. t)/ (a+t) and R=t/ (a+t) where T and t and a are the new and

initial tariff rates and constant coeflicient, respectively, and R is the rate of tariff reduction (See W TO,
2003:2).

(Note that the concept of “market inadequacy” is different from “market failure”. (see Arndth

1988).

(9 According to the dynamic version of the theory, first introduced by H. Johnson, as production and exports
of labour intensive products increases, wages will go up and the country will loose comparative advantage in
labour intensive products and produce capital intensive goods. The example of East Asia is often given for such
a development] The theory however assumes that things happen automatically; it is not clear how the loses of
advantage in labour intensive products should imply gains in advantage in capital intensive goods and how the
adjustment takes place for creation of dynamic advantage.

(DFor details see Shafaeddin (2005.a:118-133).

(®Note that during this period a number of the countries of the region suffered from the Middle East wars
directly or indirectly.

(197The USA currently has a number of bilateral free trade agreements with other countries and

is in the process of negotiating a number of others.

€0) For details see Chang,2005.b":30—34>

(20See also various literature by the World Bank and IMF particularly World Bank (1987) and

(1993). For a brief survey see Shafaeddin (2006.a).

(22 Fora Survey see Shafaeddin, 2006.a>‘

% Alfred Marshal did not object to protection if infant industries, but he was not as supportive

as Mill (see Shafaeddin, 2005.b for more details.

9See e.g. Nelson and Winter (1982), Noland and Pack (2003), Lundvall (2004), Westphal

(2000), Lall (1996) and Lall (2004).

Further, if developed countries have recently discovered that protection and industrial policy is not
justified, how could they explain heavy protection of their agriculture? Similarly how could they explain
protection of patents for their new products/technologies for as long as 20 years through TRIPS while
denying developing countries temporary protection of their new-infant-industries, or export products?

%) See Akamatsu (1961), also Kasahara (2004) for a survey.

) Based on the UN COMTRADE database.

»Helleiner (1986) has shown that in the case of African countries there was a strong negative
relationship between instability in the volume of imports and GDP growth rates.

For example, Bautista (1982) examining a sample of developing countries for the period 1973-1979
has shown that currency depreciation, both small and large, did not lead to a permanent improvement in
export competitiveness.

(9 Nevertheless, for a given rate of nominal devaluation, the implied real exchange rate depreciation will
be different in different sectors, industries and firms as their import intensities are different. The higher the
import intensity, the higher the increase in the cost of production for a given rate of nominal devaluation,
thus the lower the real exchange rate depreciation achieved as a result of a given rate of nominal devaluation.
Usually the import intensity for manufacturing sector is higher than that for other sectors; within the
manufacturing sector, it varies from one industry to another and it is higher for modern industries and
large firms and within these industries it is higher for export production than for the home market. Further,
for each industry and firm the effective exchange rate could be yet different to the extent that the directions
of trade of firms are different. Hence, devaluation, as it is claimed, cannot even work as a uniform price
incentive. To achieve uniform effective exchange rate, a complex nominal rate structure would be needed.
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@7 A study by Edward and Wijnbergen (1989:1526-1528) indicates that the contractionary impact of
devaluation is important.

G2Edward and Wijnbergen (1 989) have shown, on the basis of a survey of the literature, that nominal
devaluation

leads to relatively high real depreciation temporarily, but the effect of nominal devaluation on real
exchange

ate erodes slowly taking between 8 to 16 quarters depending on the type of macroeconomic policies
undertaken.

(#The price of primary commodities is demand-determined, but that of manufactured goods is

normally cost-determined. As a result, devaluation by a small commodity producer changes the domestic
price of the product without influencing its international price. By contrast, devaluation by the same country
changes its international (export) price of manufactured goods but does not change its domestic price
immediately. Of course, the impact of the devaluation on domestic price due to changes in the price of
imported input etc will ultimately follow as explained in the text.

(3 The simultaneous increase in RULC and market share is referred to as the Kaldor paradox in

the literature.

(3)See Fetherston et al. (1977) and Kellman (1983) for similar views expressed for the period

1970s and early-1980s. See also Amable and Verspagen (1995).

(*Based on UN, COMTRADE database.

(#)For a detailedlist of restrictions imposed by international rules and bilateral trade relationships on trade and
industrial policies of developing countries see, e.g. Rodrik (2004), table 2.
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Abstract

This study analyzes the impact of reducing inflation volatility versus the impact of improving
financial institutions with regard to the country’s sovereign debt rating. An empirical
analysis of the impact of inflation, inflation volatility and financial institutions on a country’s
sovereign debt rating is undertaken using a sample of 37 developed and developing countries
over the period 1989-2006. Using the principal component analysis, the study estimates
a non-linear rating regression that interacts inflation volatility with an index for financial
institutions. The results suggest that reducing inflation volatility can have a statistically and
economically significant positive effect on a country’s sovereign debt rating as compared
to the level of inflation. The results also show that improving financial institutions has a
statistically and economically significant positive direct and indirect effect on a country’s
sovereign debt rating. A decrease of one standard deviation in inflation volatility leads to
an increase of about two classifications in a country’s sovereign debt rating. This increase
in sovereign debt rating leads to a reduction in the average annual long-term bond yield
by about 4.4%. On the other hand, an increase of one standard deviation in the financial
institutions’” index leads to an increase in the ratings class of about one class, which in turn
reduces the average annual long-term bond yield by about 4.27%.
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1. Introduction

This paper attempts to investigate the impact of inflation volatility versus
financial institutions on a country’s sovereign debt rating. Any decrease in inflation
volatility or any improvement in institutions tends to lead to a higher rating classification
in a developing economy. As the rating increases, the cost of borrowing decreases and
the economy can make use of cheap credit. Such an economy accumulates more capital
and, therefore, its output increases.

This study contributes to the sovereign debt rating literature by demonstrating
that the negative impacts of high inflation volatility influence a country’s sovereign debt
rating more than the negative impacts of high levels of inflation. Once the volatility of
inflation is included in the regression, the level of inflation turns insignificant. In addition,
the study shows that improving financial institutions has a statistically significant positive
direct and indirect effect on sovereign debt rating; the indirect effect occurs through a
positive interaction with inflation volatility which helps to reduce the negative impacts
of inflation volatility on the sovereign debt rating.

Despite the importance of inflation volatility and financial institutions to
sovereign debt rating, the economic literature on the determinants of sovereign debt
rating has mostly ignored the role played by these two factors. The literature on sovereign
debt rating has mainly categorized the sovereign debt rating determinants into four main
groups: (a) liquidity and solvency variables; (b) macroeconomic variables;(c) external
shock variables; and (d) dummy variables. The liquidity and solvency variables usually
include ratios of debt to GDP, international reserves to GDP, debt service to exports and
the current account to GDP. The macroeconomic variables usually include real growth,
inflation rate, fiscal balance and real exchange rate; the external shock variables usually
include international interest rates; and finally, the dummy variables usually include
those variables that reflect economic crises and other structural problems. "

For instance, using an ordinary least squares (OLS) analysis on pooled data for
35 developed and developing countries, Cantor and Packer (1996) studied the effect of
the level of inflation in addition to other macroeconomic variables and a dummy variable
for the country’s default history.Their study finds that both inflation and the ratio of
foreign currency external debt to exports have a negative statistical significant effect on
rating while both per capita income and GDP growth have a positive significant effect.
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Using a stepwise procedure, Haqueet al (1998) tested the importance of
macroeconomic determinants versus political determinants in affecting a country’s credit
worthiness. The study finds that inflation has a statistically significant negative impact
on the country’s credit worthiness, using both the credit worthiness rating provided by
institutional investors and Euro money.

Afonso (2003)applied the same methodology as in Cantor and Packer (1996) to
a sample of 81 developed and developing countries, except that he used both the linear
and logistic transformation of the rating. In line with Cantor and Packer (op. cit.), the
study shows a statistically significant negative effect of inflation on sovereign debt rating.

Since the determinants of sovereign debt rating tend to be similar to those of
the spreads, being that both are measures of risk, the literature on the spreads is also
relevant. For instance Min (1998) analyzed the determinants of yield spread of US
dollar-denominated fixed income securities using panel least squares methodology
on 11 countries over the period 1991-1995. The results emphasize the importance of
macroeconomic fundamentals, including inflation — if a country were to gain access
to the international bond market. Similarly, Eichengreen and Mody(1998) and Kamin
and Kleist (1999) stress the importance of “market sentiment,” in addition to country-
specific fundamentals and external factors, to explain variations in sovereign spreads in
emerging markets.

Using a panel least squares regression estimation for a sample of 16 emerging
countries,Rowlandand Torres (2004)studied the macroeconomic determinants of
spread for the US Treasuries of emerging market sovereign issues and the issuers’ credit
worthiness based on the institutional investor credit worthiness index. Although the
authors used the same macroeconomic determinants for both the spread and the credit
worthiness regressions, their results show that inflation significantly affects the credit
worthiness of the issuing country, but it does not have a significant effect on the spread.

Bissoondoyal-Bheenick, Brooks, and Yip <2005> made a study of the
determinants of sovereign debt rating using two different approaches: (a) ordered probit;
and (b) case-based reasoning. Their results show that inflation and GDP appear to be
the most significant macroeconomic variables, following the significance of the proxy
for technological development. Similarly, using an OLS regression framework, Rowland
(2005) finds that inflation is one of six macroeconomic variables that significantly affect
credit ratings, credit worthiness and spreads.
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Finally and more recently, using panel regression estimation for 27 emerging
countries, Remolona, Santigna, and Wub (200 7) find that inflation is one among many
other variables that have a significant effect on their constructed measure of sovereign
default risk which they call Rating-Implied Expected Loss (RIEL).®The results are
confirmed with another measure of country risk, namely average agency rating.

Unfortunately, the literature on the impact of macroeconomic policy volatility in
general,and of inflation volatility in particular, on sovereign debtrating, is quite sparse. For
instance, Eaton and Gersovitz (1981) investigate the impact of macroeconomic volatility
onsovereign default risk. Their study concludes that in the presence of unexpected adverse
shocks, a positive relation exists between the volatility of macroeconomic aggregates
and default.

Using the logitestimation technique, Catao and Bennett (2002) tested whether
macroeconomic volatility helps explain the variation in sovereign default probability.
Their paper distinguishes between externally induced volatility and policy-induced
volatility. Using a sample of 25 emerging economies over the period 1970-2001,
theyconclude that there is a positive relation between macroeconomic volatility and
sovereign default.

Despite the growing body of literature on the importance of institutions to a
country’s long-term economic growth, to the best of our knowledge, there are only two
studies on the impact of institutions on sovereign debt rating. Using the Two-Stage
Least Squares (TSLS) on a sample of 86 developed and emerging countries, Butler and
Fauver (2006) investigated the effect of legal and political institutions,in addition to
macroeconomic variables and the level of inflation on the sovereign debt rating measured
by the institutional investor.’ They report that inflation, besides other macroeconomic
variables, has a statistical significant effect on rating. Adding a composite index
representing the effect of the legal environment, the study finds that legal environment is
the most influential variable in their regression.

More recently using linear and ordered response models, Afonso, Gomes, and
Rother (2011) studied the short- and long-run determinants of sovereign debt ratings
from three main rating agencies, for the period 1995-2005. Their study shows that short-
run determinants include the changes in GDP per capita, GDP growth, government debt
and governmentbalance. On the other hand,long-run determinants include government
effectiveness, external debt, foreign reserves and default history.
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Against the above background, using a sample of 37 developed and developing
countries over the period 1989-2006, this study extends the previous literature on
sovereign rating in several ways. Firstly, it empirically tests the role of inflation volatility
alongside the role of the inflation level to explain variations in the sovereign debt rating.
Secondly, it empirically tests the direct and the indirect role of financial institutions in
determining sovereign debt rating. Thirdly, it computes the total effect of a one standard
deviation reduction in inflation volatility, as compared to the total effect of a one standard
deviation improvement in the financial institutions’ index. Finally, this study links the

changes in sovereign debt rating to the changes in annual long-term average annual
bond yield.

2. Empirical Specification

The Two Stage Least Square (TSLS) estimation methodology with regional
dummies and period fixed effects is used to estimate the determinants of sovereign debt
rating for the sample of 37 developed and developing countries over the period 1989-
2006. Using three-year period averages, there are six periods to work with.

Equation 1 represents the base model of the estimation:
Sovi,r = /Bo + IBISOVi.t—L) + ﬁzC Vi.t + ,6'3Infi)0/” + dt +&,, <Equati0n 1>

The subscripts i and t represent the country and the time period, respectively. The
variable Sov;, is the Moody’s sovereign debt rating which refers to the risk level of the
investing environment of a national government. The riskier the investing environment
of a country, the lower is the sovereign debt rating. The set of explanatory variables
consists of Sov,,_, , which represents the first lag of the sovereign debt rating, and
CV, which represents the set of control variables that are measured as an average over
period L , where U = 3. This set of control variables includes the average level of inflation,
the average ratio of private domestic credit to GDP, the average ratio of per capita GDP
and three regional dummies for Latin American countries, Asian countries and African
and Middle Eastern countries: D, D,,and D, respectively®. Infvol, , represents the
average log of inflation volatility over the three-year period. Finally, d, represents the
time period dummies.

It is worth noting that additional variables were considered for the model, but
were excluded due to their statistically insignificant coeflicients. These variables included
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the current account as a percentage of GDP; the log of the nominal GDP; unemployment
as a percentage of the labor force; and the total reserves minus gold. Their statistical
insignificance is probably due to the high correlation between the variables. For example,
the current account is highly correlated with the total reserves minus gold. Likewise, the
nominal GDP is highly correlated with the per capita GDP. Equation 1 constitutes the
base of a parsimonious model that estimates the relations of interest for the purposes of
this study.

The base model is expanded to include a term for the interaction of inflation
volatility with the Chinn and Ito (2005) index of financial institutions called LEGAL2. The
index is estimated using a principal component analysis of four indices: (a) protection of
creditors’ rights; (b) protection of shareholders’ rights; (c) transparency of companies’
accounts; and (d) enforcement of laws. Data on these four indices are time invariant and
are collected from La Portaet al. (1998).

The objective of including the interaction term is to estimate the indirect effect
of financial institutions on the relation between inflation volatility and sovereign debt
rating. The interaction term is estimated by adding ,(L2; * Infvol) to the right-hand
side of Equation 1 where L2, represents the LEGAL2 Index for country i.

After adding the interaction term to Equation 1, the new model is shown
below:

Sov,, = B, + BSov,,_, + B,CV,, + BInfvol,,

(Equation 2)
+ B, (L2, * Infvol, ) +d, + &,

It is important to note that the estimation of Equation 2 is crucial to computing
the total effect of inflation volatility on sovereign debt rating, This total effect is computed
by adding up the estimated coefficient of inflation volatility B4 to the estimated coefficient
of the interaction term 3, where thislater coefficient is multiplied by the L2; index. Thus,
the total effect of inflation volatility is equal to B, + 8, * L2, Jin Equation 2.

Additionally, when Equation 2 isaugmented by B, (L2; * Infvol; ) torepresent
the indirect effect of financial institutions, the variable L2, , or the direct effect of financial
institutions, is included in the set of instruments of the TSLS.
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Next, the total effect of a one standard deviation change in the LEGAL?2 Index
is computed by adding L2; to Equation 2 as shown in Equation 3. The total effect of
LEGAL2 Indexis calculated as (B, * Infvol;, + ) .

Sov,, =B, + pSov,, , + B,CV,. + B,Infvol
+ B, (L2, *Infvol, )+ B, L2, +d, +¢,,
| (Equation 3)
3. Data

The data set is constructed as a panel of country observations from the World
Development Indicators of the World Bank’s data base. The data set includes 37
developed and developing countries over the period 1989-2006. The data set is averaged
into three-years time periods and thus, is available for six-time series observations for
each country. The list of countries included in the sample is reported in Table 1.

The data on the sovereign debt rating, or the dependent variable, is collected
from the Moody’s sovereign debt ratings." It is worthwhile to note that there are two
other alternative sovereign debt rating measures provided by Standard and Poor (S&P)
and Fitch, Inc. as revealed in Gaillard (2009). These three measures are very similar in
terms of their rating scale, where both Moody’s and S&P’s have 23 rating categories and
Fitch’s has 24, with a higher scale, implying higher values.

Following the literature that started with Horrigan (1966) through Billet
(1996), Cantor and Packer (1996) and more recently, Gaillard (2009), this paper assigns
numerical values to the Moody’s letter ratings as follows: C = 1, Ca = 2, and so on through
Aaa =23. A complete list of the ratings and the assigned numerical values is available in
Table 13 of the Appendix.

The sovereign debt rating indicates the capacity and willingness of a government
to repay back its obligations in full and on time. The Moody’s rating that relates to
foreign currency, focuses on measuring the expected credit loss which depends on the
probability of default and the expected recovery rate after the default has occurred.”More
specifically, the sovereign debt rating for a given government is defined as the risk facing
an investor who holds debt securities issued by that government which in turn reflects
its credit worthiness.
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Table 1: List of Countries Included in the Sample

1 Argentina (Arg) 20 | Korea, Rep. (Kor)

2 Australia (Ausl) 21 | Malaysia (Mal)

3 Austria (Aus) 22 | Mexico (Mex)

4 Belgium (Bel) 23 | Netherlands (Neth)
5 Brazil (Bra) 24 | New Zealand (N.Z)
6 Canada (Can) 25 | Norway (Nor)

7 Chile (Chi) 26 | Peru (Per)

8 Colombia (Col) 27 | Portugal (Por)

9 Denmark (Den) 28 | Singapore (Sin)

10 | Egypt (Egy) 29 | South Africa ( SA)
11 | Finland (Fin) 30 | Spain (Spa)

12 | France (Fra) 31 | Sweden (Swe)

13 | Germany (Ger) 32 | Switzerland (Swi)
14 | Greece (Gre) 33 | Thailand (Tha)

15 | Hong Kong (HK) 34 | Turkey (Tur)

16 | India (Ind) 35 | United Kingdom (UK)
17 | Israel (Isr) 36 | United States (US)
18 | Italy (Tta) 37 | Uruguay (Uru)

19 | Japan (Jap)

N.B. Letters in parentheses represent the abbreviation used for each country.

Moreover, as noted in the Moody’s guide provided by Moody’s Investor
Service-Global Credit Research of Cailleteau, Cipriani, Lindow, and Byrne (2008), that
despite the fact that assigning a rating classification to each country depends on a group
of economic, financial, social and political factors, the rating is “strictly constructed as
assessing credit risk. Therefore, one cannot directly infer general assessments about a
country’s economic prosperity, dynamism, competitiveness or governance from Moody’s
government bond ratings.”

Table 2 provides definitions on the data set used in this study. Inflation rate is
computed as the average of the growth of the consumer price index over each of the
six periods. Additionally, the domestic credit data is calculated as the average of the
domestic credit to the private sector as a percentage of GDP over each of the six periods.
Similarly, the per capita GDP is computed as the average of GDP per capita (constant
$2000) over each of the six periods.
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Table 2: Definition of Variables

US$ (thousands)

Variable Name Definition Megs?llrte(r)rfent Data Source
. . . . , Aaa=23, >

Sovereign Debt Rating | Ratings assigned by Moody’s Aail—22.  Cet Moody’s

Inflation Percentage change in consumer price World Development
index % Indicators
Log of the square root of the

InflationVolatilit conditional  variance series of World Development

Y | inflation calculated by GARCH( 1,1> % Indicators

model

Per capita GDP GDP per capita (constant 2000 US$) World Development

Indicators

Domestic Credit

Domestic credit to private sector as a
percentage of GDP

%

World Development
Indicators

LEGAL? Index

Following Chinn and Ito (2005),
LEGAL?2 is the principal component
of Creditors’ rights, Shareholders
‘rights, Accounts, and Enforcement
indices. It depicts the overall
development of the legal system
governing financial transactions.

Units within the
interval -2.90 and
1.83

La Portaet al. (1998)

Creditors’ Rights Index

It is composed of the variables
that incorporate the automatic
stay proposition on the assets of a
failing firm, the continuation of the
old managers in a reorganization
process, restrictions for going into
reorganization and the seniority
system of secured creditors.

Units within the
interval 0 to 4

La Portaet al. (1998)

Shareholders ‘Rights
Index

This index is composed of the
sum of the one share-one-vote,
proxy by mail, shares not blocked
before meeting, cumulative voting/
proportional presentation, oppressed
minorities, preemptive right to new
issues and percentage of share capital
to call an emergenc?/ shareholder
meeting less than10%."”

Units within the
interval 0.05 to
510

La Portaet al. (1998)

Accounts Index

This index reflects the transparency
and comprehensiveness of
companies’ accounting reports

Units within the
interval 24 to 83.

La Portaet al. (1998)

Enforcement
Index

It consists of the average of the
efficiency of judicial system, rule of
law, risk of expropriation and risk of
contract repudiation.

Units within the
interval 4.87 to
9.99

La Portaet al. (1998)

Inflation volatility is calculated as the log of the square root of the conditional
variance series of inflation calculated by GARCH(1,1) model. Specifically, an inflation
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AR(1) model is first estimated asinf, =y, +v, inf_;+€, where inf, refers to inflation
and €, denotes the error term. The error term is defined as €, =0, Z, , where Z, is N(o,1 )
and Gtz takes the following form Gtz =0, +Oc18t2_1 + Bptz_l with o, f 0,04 20, and

B, >0 . Inflation volatility is thus computed as /G = \/OLO +oel, +Bol,

Clark (1997) notes that measuring inflation volatility as the coefficient of
variation of the level of inflation provides an assurance that the level of inflation is not
correlated with its variance and hence, does not pose any imperfect multicollinearity
issues when both the level and volatility of inflation are included.

Inflation volatility series is computed from the time series data of each country
separately over the period 1989 - 2006. It is then averaged over each of the six periods
as done with the other regressands. For three countries in the sample — Argentina,
Brazil and Uruguay — the data of inflation volatility far exceed the rest in the sample. To
deal with this problem, a non-subjective criterion is used such that the top 10% of the
volatility distribution is discarded. Hence, the data on the log of inflation volatility falls
within an interval of [-0.98, 1.3].

Concerning the LEGAL2 Index, it varies only across countries but not over
time. It ranges within the interval (-2.90, 1.83) where the higher the index is, the more
developed the financial institutions. The LEGAL2 Index consists of four components: (a)
protection of creditors’ rights; (b) protection of shareholders’ rights; (c) transparency of
companies accounts; and (d) enforcement of laws.

The Index of Creditors’ Rights is composed of the variables that incorporate the
automatic stay proposition on the assets of a failing firm, the continuation of the old
managers in a reorganization process, restrictions for going into reorganization and the
seniority system of secured creditors. This index ranges from a minimum of zero to a
maximum of 4, where more protection for creditors implies a higher index.

The degree of Law Enforcement Index consists of the average of the efficiency
of judicial system, rule of law, risk of expropriation and risk of contract repudiation.
This index ranges from a minimum of 4.87 to a maximum of 9.99, where a higher index
implies a stricter system of law enforcement.

The Index of Shareholder’s Rights is composed of the sum of the one-share-one-
vote, proxy by mail, shares not blocked before meeting, cumulative voting/proportional
presentation, oppressed minorities, preemptive right to new issues and percentage of
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share capital to call an emergency shareholder meeting less than 10%. This sub-index
ranges from a minimum of 0.05 to a maximum of 5.10, where the higher the index is, the
better is the shareholders’ protection.

Finally the Account’s Index measures the transparency and comprehensiveness
of companies’ accounting reports. This index ranges from a minimum of 24 to a maximum
of 83. Again a higher index implies more transparency and better comprehensiveness of
the reports.

The set of regional dummies includes: (a) dummy for Latin American countries;
(b) dummy for OECD countries; (c) dummy for Asian countries; and (d) dummy for
the African and the Middle Eastern countries. The classification of countries among
these four regions appears in Table 11 of the Appendix.

Before proceeding into more details on these regressors, it is helpful to have a quick
description of the relation between each variable and a country’s sovereign debt rating:

« Inflation: the level of inflation acts as a proxy for the quality of the economic
management of the country. It is an indicator of the government’s control over
fiscal and monetary policy. High inflation is expected to have a negative impact on
sovereign debt rating.

 Inflation Volatility: A high variation in the level of inflation creates an environment
of uncertainty in the economy which is expected to have an additional impact on
the credit worthiness of a country. High inflation volatility is expected to add to
the negative effect of high inflation on sovereign debt rating.

o Per Capita Income: The greater the per capita income of a country, the greater is
its potential tax base which increases the country’s ability to repay its debts. A high
per capita income is expected to lead to a high sovereign debt rating.

o Domestic Credit: A high ratio of domestic credit to the private sector as a ratio of
GDP indicates the government's policy towards encouraging the engagement of
the private sector into the economy. This variable can serve as a proxy of financial
deepening of the economy. A high ratio of domestic credit to GDP is expected to
have a positive impact on sovereign debt rating.

+ LEGAL?2 Index: As defined by Chinn and Ito (2005), this index pertains to the
level of development of legal systems and institutions closely related to financial
transactions. This variable can serve as a proxy for a country’s financial institutions
—where better financial institutions stem from better protection of creditors’
rights and shareholders’ rights, better law enforcement and more transparency
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in the companies’ accounts. All of these components combined, are expected to
encourage national and international investments, which leads to higher economic
growth. Higher economic growth increases the country’s ability to pay its existing
debt burdens which would consequently lead to higher sovereign debt rating.

4, Estimation Results

To avoid the endogeneity problem that might arise between the determinants
of the sovereign debt rating, the TSLS methodology is used. Before performing such
a methodology, each series is first tested for stationarity using the panel unit root test
developed by Levin, Lin and Chu (2002) with a lag selection based on the Schwarz
Information Criterion (SIC). Assuming common unit root process, the results of the test
suggest a rejection of a unit root for each of Moody’s rating, inflation, inflation volatility,
per capita GDP, and domestic credit as a percent of GDP.®

After ensuring that the independent variables of the model pass the unit root
test, the TSLS model is estimated under eight specifications of the independent variables.
In each specification, the dependent variable is sovereign debt rating. The focus is on the
partial correlations between sovereign debt rating and the measures of inflation volatility,
financial institutions and their interaction term.

To estimate the model using TSLS, the correct set of instruments must first pass
the instrument relevance test, as well as the instrument exogeneity test. For the former
test, the F-statistic for the regressions in which each regressor is regressed on the whole
set of instruments including regional and period dummies must exceed 10. This implies
that at most, the bias of the TSLS is 10% of the bias of the OLS estimator.

For the instrument exogeneity test, or overidentification test, the hypothesis that
the instruments are exogenous to the error term is tested. The hypothesis is rejected if
the calculated J-statistic® exceeds a chi-squared with m minus k restrictions at a chosen
significant level, where m and k refer to the number of instruments and the number of
endogenous regressors respectively. In addition, the Sargan p-value is calculated.

The set of endogenous variables includes the level of inflation, volatility of
inflation, domestic credit as a ratio to GDP, and GDP per capita. The set of exogenous
variables, which are not correlated with the error term, include the constant term, the
first lag of the sovereign debt rating, the LEGAL?2 Index, the period fixed effects and the
regional dummies.
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The set of instruments consists of all the exogenous variables in the model plus
the first lag for each of the endogenous variables, the average value taken by each of
the endogenous variables in the major trading partners for each country, longitudes,
latitudes, and a dummy for English origin. The English origin dummy takes 1 if the legal
origin of the country’s law is English common law and 0 otherwise.C'*”

This set of instrument passed both the relevance test and the exogeneity test.
For the former test, each one of the endogenous regressors is regressed in a turn on the
whole set of instruments. Based on the values of the first stage F-statistic (shown in
Table 3) the set of instruments is relevant.In addition, the p-values of the Sargan test of
all the regressions (shown in Table 4) indicate that the hypothesis of over-identifying
moment conditions cannot be rejected, and hence the instruments are exogenous to the
error term.

Table 3: First Stage F-statistic of the TSLS

Endogenous Variable First Stage F-Statistic
Inflation 47.71
Inflation Volatility 79.93
Domestic Credit 58.38
Per Capita GDP 4136.77

Table 4 shows the results of estimating eight regressions. Column 1 shows the
results of the sovereign regression with only an AR(1) term in addition to regional
dummies. The sign and significance of the lagged rating is expected. When the average of
the period level of inflation is added to the regression (Column 2), the coefficient of the
lagged rating remains significant. The coefficient of inflation is also significant and the
magnitude of this coefficient indicates that a one percent increase in the average over the
period level of inflation corresponds to about 0.06 drop in sovereign debt rating which is
a minimal impact.

Adding the average over the period inflation volatility to the regression (Column
3), the coefficient of the lagged rating remains significant. Interestingly, once the inflation
volatility is included in the regression, the coefficient of the average over the period
inflation turns insignificant and its magnitude decreases by almost 50%. The coefficient
of inflation volatility on the other hand, is significant and with the expected negative sign
and magnitude. A one percent increase in the average over the period of inflation volatility
corresponds to about a one classification decrease in the sovereign debt rating.¢'"



70 N. Emara

Table 4: Sovereign Debt Rating and Inflation Volatility
Cross-country panel data consist of non-overlapping 3-year
averages spanning 1989-2006.

1 2 3 4 5
(1] (2) (3) (4] (5) (6] (7] (8)
Constant 563%xx | 7.79%x* | 8.59x % [ 8.33%xx -1.23 2.57 0.92 2.22
(1.24) | (219) | (203) | (1.96) | (302) | (3.36) | (2.84) | (3.48)
Lagged ratin 0.73x %% | 0.64%x*x% | 0.61Tx*x%x [ 0.56%x %% | 0.4d%%x | 0.42x%*x | 0.44%x %% | 0.43%%*
88 & (0.06) | (0.98) | C0.90) | (0.1) | C009) | Co.10) | (0.09) | (0.09)
Inflation ~0.06% | -0.03 -0.04 -0.03 -0.03 | -0.001 ~0.01
(0.035) | (0.041) | C004) | (003) | (003) | (003) | (0.04)
~1.48%
. .. -1.17 —1.82%x [ =1.60%x [=1.58x%*x| —1.53%x
Inflation volatility (0.87) (0.85) (0.81) (0.76) (0.60) (0.65)
) ) 0.011% | 0.001 0.001 -0.001 | -0.001
Domestic Credit/GDP (0.004) | (0.004) | (0.004) | (0.004) | (0.004)
. 3.08%%xx | 227 %%x | 2.66x%* | 2.36%%*
per capita GDP (0.75) | (0.76) | (0.72) | (0.80)
0.60% 0.34
LEGAL?2 <0,32> <0'44>
Interaction of 1.04% % * 0.60
Volatility LEGAL?2 (0.38) | (0.51)
Dummy Latin —120 | —1.71% | =1.71%% | =1.73%% | —1.38% | -1.15% | -1.27 -1.19
Y (0.88) | (0.87) | (0.84) | (079) | (0.73) | (0.70) | (0.80) | (0.73)
Dummy Africa/ -0.56 -1.08 -1.77 -1.58 -0.91 -1.14 -1.20 -1.23
Middle-East (083) | (1.21) | (1.32) | (1.36) | (1.09) | (1.08) | (1.11) | (1.08)
Dummy Asian “1.48%x | =20T%x | —2.06%% | =2.21%% | -0.58 | -1.32 -1.28 -1.43
Y (0.71) | (0.95) | (0.99) | (1.11) | (1.10) | (1.09) | C097) | (1.01)
Countries/Observations | 34/167 | 34/167 | 34/166 | 34/166 | 34/165 | 34/165 | 34/165 | 34/165
Adjusted R-squared 0.836 0.835 0.843 0.845 0.875 | 0.878 0.880 0.890
J-Statistic / Sargan P- 4.31 15.35 14.55 15.40 12.97 10.39 10.48 9.58
value (0.97) (0.34) (0.41) (0.42) (0.67) [0.92) (0.92) (0.94)

N.B.: Dependent variable: Sovereign Debt Rating.
Estimation Method: TSLS with Regional Dummies and Period Fixed Effects.

*x*, xx and « denote statistical significance at the 1%, 5% and 10% levels respectively

Numbers in round parentheses (.) are the standard errors, and numbers in square parentheses [.] are the Sargan P-values

When private domestic credit as a ratio of GDP is added to the regression
(Column 4), the coefficients of the lagged rating and average over the period inflation does
not change in terms of the signs and statistical significance. The average over the period
inflation volatility turns insignificant with the expected sign. The coefficient of the domestic
credit indicates a positive and statistically significant impact on sovereign debt rating, albeit
of a negligible magnitude. This indicates that the effect of domestic credit on sovereign debt
rating is small and not economically significant, although it is statistically significant.
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Adding the log of per capita GDP to the regression (Column 5), the coefficient
of inflation volatility turns significant. In addition, all the previous results in terms of
significance and magnitudes do not change much except for the coefficient of private
domestic credit as a ratio to GDP which turns insignificant. This might be due to the high
and positive correlation between the per capita GDP and the private domestic credit as a
ratio to GDP which is equal to 0.53. Hence, the results of Column 5 indicate that there is
at best, a weak, indirect relationship between domestic credit and sovereign debt rating
that is completely dwarfed by the per capita GDP. As Column 5 indicates, the coefficient
of the per capita GDP proves to be highly significant and large in magnitude. A unit
increase in per capita GDP corresponds to about three classifications increase in the
sovereign debt rating.

In order to estimate the direct effect of financial institutions on sovereign debt
rating, the LEGAL? Index is added to the regression. As obvious from Column 6, the
impact of financial institutions on sovereign debt rating appears with the expected positive
sign, magnitude, and statistical significance. A one unit increase in the LEGAL2 Index
corresponds to about one unit increase in sovereign debt rating. In other words, a country
with well developed financial institutions has high sovereign debt rating. Concerning the
other coefficients in Column 6, the coefficient of the private domestic credit as a ratio to
GDP stays insignificant. This might be explained by the relatively high positive correlation
of 0.64 between the private domestic credit as a ratio to GDP and the LEGAL?2 Index. It
is important to note that the correlation between per capita GDP and sovereign debt
rating is stronger than the correlation between the private domestic credit as a ratio to
GDP and sovereign debt rating. So it might be the case that the impact of per capita GDP
overshadows the private domestic credit as a ratio to GDP in the regression.

In order to estimate the indirect effect of financial institutions, the interaction term
of LEGAL?2 Index with inflation volatility is added to the rating regression (Column 7)
while keeping the LEGAL?2 Index in the set of instruments. The results show a statistically
significant negative coefficient for the average over the period inflation volatility. A one
percent increase in inflation volatility leads to a drop in sovereign debt rating by about
two rating classifications. The LEGAL?2 Index indirectly reduces this negative impact
on sovereign debt rating through its positive interaction term with inflation volatility.
In other words, the results of Column 7 seem to show that strong financial institutions
do significantly enhance the relationship between inflation volatility and sovereign debt
rating in such a way that countries with high inflation volatility but well developed
financial institutions, will have higher sovereign debt rating over the next three years.('
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When adding both the financial institutions’ index and its interaction term with
inflation volatility, or the direct and indirect effects of the financial institutions (Column
8), the results show that neither is statistically significant. One possible explanation here
is the possibility of the presence of imperfect multicollinearity between the two terms
where the correlation between the financial institutions’ index and its interaction term is
around 0.74 as shown in Table 10 of the Appendix. Furthermore, as shown in Table 12
of the Appendix, the F-statistic of the test that B gea, =0 and B eraction = 0 isequal to
about 3.77 which exceeds the critical value of the F,  distribution, implying that the null
hypothesis is rejected. Thus, at least one of the coeflicients is significant. This suggests
that the insignificance of the two coefficients B, gearo and Bineraction
is due to the imperfect multicollinearity between the LEGAL2 Index and its interaction
with inflation volatility.

in Table 4 above

In conclusion, this section provides empirical evidence that the magnitude of
the negative impact of inflation volatility on sovereign debt rating is more important in
terms of size and statistical significance as compared to the level of inflation. In addition,
the negative impact of inflation volatility on sovereign debt rating is reduced with the
presence of well-developed financial institutions.Finally, financial institutions have a
positive direct and indirect impact on sovereign debt rating, where the latter impact
works through the institutions’ interaction term with inflation volatility.

5. Calculating the Total Effects

The previous discussion has shown that policies aimed at reducing inflation volatility
would have positive significant impacts on sovereign debt rating. In addition, policies
aimed at improving financial institutions have a positive significant impact on sovereign
debt rating — either a direct or an indirect impact. In this section, the total effect of a one
standard deviation decrease in inflation volatility versus the total effect of a one standard
deviation increase in the LEGAL?2 Index on the sovereign debt rating are compared.('®

Total Effect of Inflation of Volatility

As the Column 7 of Table 4 shows, improving financial institutions lessens the
harmful effects of inflation volatility on sovereign debt rating. However, the question
remains:What is the total effect of decreasing inflation volatility on the sovereign debt
rating? To answer this question, the total effect of a one standard deviation decrease in
inflation volatility under different levels of LEGAL? is calculated.
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As Table 5 shows, the total effect is calculated by multiplying the coefficient of
inflation volatility, [33 of Equation 2, with the standard deviation of inflation volatility

std(infvol;,) toget | [;’3 *Std(ianO]“)] SAimilarly, the coefficient of the interaction term

of LEGAL?2 with inflation volatility, 3, of Equation 2, is multiplied by std(infvol,,) to
get [ﬂ4 *std(infvol, )] - Next, this latter product is multiplied by the LEGAL2 Index which

it
is divided into,five quintiles. Each quintile is multiplied by (3, «xstd(infvol)] to get
(LEGAL2, [ B, +std(infvol))).

The first column of Table 5 shows the quintiles of the index. The first number
of this column (-2.90) refers to the minimum value of the index. The next value of -
1.95 refers to the 0 — 20™ percentile of the index. The value -1.01 refers to the 20" — 40
percentile while -0.06 refers to the 40™ - 60" percentile. The value 0.88 refers to the
60™— 80™ percentile and finally 1.83 refers to the 80™ — 100™ percentile of the index.

As obvious from the “Total Effect” Column of Table 5, with the minimum value of
the LEGAL?2 Index, a one standard deviation decrease in inflation volatility leads to about
four rating classifications increase. As shown in Table 6, this is the case for a country like
Peru which has the worst level of financial institutional development in the sample.

With a relative improvement in financial institutions, or at the 20" percentile for
example, a one standard deviation decrease in inflation volatility results in about 3 rating
classifications increase. As may be observed in Table 6, this is the case for Argentina,
Egypt and Uruguay.

Countries under the 40™ percentile — like Brazil, Colombia, Greece, Mexico,
Portugal, and Turkey — are all having a lower total effect of inflation volatility. For this
group of countries, a one standard deviation decrease in the inflation volatility leads to
about 2 classifications increase in the sovereign debt rating.
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Table 5: Total Effect of a One Standard Deviation Change in Inflation Volatility
(Given the LEGAL?2 Index)

(4) 5 Total Confidence
L2 equals (3) Effect Variance Interval t-stat
Index times (4) (2)+(5)
-2.90 -2.37 —3.61T%** 0.93 [-5.50,-1.72] -3.75
-1.95 -1.60 —2.84% %% 0.54 (-4.28,-1.40] -3.87
-1.01 -0.82 —2.07%%x 0.30 (-3.15,-0.99) -3.75
-0.06 -0.05 —1.29% * x 0.23 (-2.22,-0.36]) -2.72
0.88 0.72 -0.52 0.30 [-1.60,0.56) -0.94
1.83 1.49 0.25 0.54 (-1.18,1.69] 0.35
(1) Standard Deviation Of 0.79
Volatility :
(2) Volatility Coefficient
A -1.24
times (1 , _
(.3> Interaction Coefficient 0.82
times (1)
N.B. xxx, »+ and » denote statistical significance at the 1%, 5% and 10% levels, respectively.
Table 6: Percentiles of the Data on the LEGAL?2 Index
Min 20th 40th 60th 8oth Max
-2.9 -1.95 -1.01 -0.06 0.88 1.83
Per |-2.9| Arg | -1.98| Bra |-1.24| Chi |-0.80| Ausl | 0.44 Aus 1.07
Egy | -268| Col |-192| Ind |-041| Bel | 0.54 Can 1.04
Uru | -225| Gre |-1.12| Kor | -0.20| Den | 0.87 Fin 1.23
Mex | -1.32 SA -0.11 Fra 0.3 HK 1.16
Por |-1.61| Tha |-0.48| Ger | 0.73 Mal 1.09
Tur | -1.64 Isr 0.36 N.Z 1.34
Ita 0.11 Nor 1.40
Jap 0.84 Sin 1.76
Neth | 0.8 Swe 1.76
Spa 0.1 UK 1.83
Swi | 0.85 USA 1
Avg |-29| Avg | -2.30 | Avg | -1.48| Avg | -040| Avg | 0.54 Avg 1.33

N.B. Check Table 1 for reference on the above abbreviations.

For the more institutionally developed countries above the 60"percentile, the
total effect of inflation volatility on sovereign debt rating is statistically insignificant. As
Table 5 shows, at the 60™ percentile, the total effect would be about 1 rating classification
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increase for each one standard deviation decrease in inflation volatility. Countries in this
category include: Australia, Belgium, Denmark, France, Germany, Israel, Italy, Japan,
Netherlands, Spain and Switzerland. Finally, at both the 80™ percentile and at the top
quintile of the LEGAL? Index, the total effect is insignificant and ranges around zero.
This case include countries like Austria, Canada, Finland, Hong Kong, Malaysia, New
Zealand, Norway, Singapore, Sweden, United Kingdom and the United States.

It is interesting to note that countries with relatively underdeveloped institutions
have higher response to changes in inflation volatility as compared to countries with
relatively developed institutions. For instance, a one standard deviation reduction in
inflation volatility at the 40" percentile of LEGAL2 (e.g. Mexico) leads to about two
rating classifications increase. Furthermore, a one standard deviation reduction in
inflation volatility under the 80" percentile of LEGAL?2 (e.g. Japan) leads to about one
rating classification increase. This suggests that countries with relatively well developed
financial institutions; inflation volatility has smaller negative effect on ratings.

Theresults discussed here, are intuitive in the sense that well financially developed
economies have more ways of controlling inflation volatility and dealing with its effects
than less institutionally developed economies, and therefore investors do not care as
much about the consequences of inflation volatility.

Total Effect of Financial Institutions

_ Using the results of Table 4 Column 8, the total effect of in LEGAL?2 is calculated
as (B, * Infvol; , + B ) - In order to calculate the total effect of a one standard deviation
increase in LEGAL?2 Index, the interaction coefficient B , and |35 are multiplied by the
standard deviation of the LEGAL2 Index. Thus the total effect of a one standard deviation
is calculated as (std (L2;)* B, * Infvol; ) + B *std(L2;), where std(L2;) refers to
the standard deviation of the LEGAL2 Index. The Infvol,  is substituted for its values at
the 20", 40™, 60", 80™, and 90" percentiles each one in a turn.

The first column of Table 7 shows the quintiles of the log inflation volatility
data. The first number of this column (0.02%)) refers to the minimum value of the log
of inflation volatility; the next value -0.08 refers to the 0 — 20™ percentile of the index;
0.22 refers to the 20" — 40™ percentile; 0.37 refers to the 40 — 60" percentile; 0.70 refers
to the 60"~ 80™ percentile; and finally, 2.94 refers to the 80™ — 100™ percentile of the
index. It may be recalled that the 90 percentile (1.3% ) is the cutoff point above which the
extremely high log inflation volatility data are discarded from the sample.
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Table 7: Total Effect of a One Standard Deviation Change in LEGAL?2
(Given Inflation Volatility)

(4) (5) Total
Volatility equal (3 Effect Variance C(I)rlll'i cj‘e;lce t-stat
Percentiles times (4 (2)+(5)
0.02 0.02 0.46 0.31 [-0.63, 1.54] 0.83
0.08 0.06 0.50 0.28 [-0.53,1.53] 0.96
0.22 0.17 0.61 0.22 (-0.30, 1.53] 1.32
0.37 0.29 0.73% 017 (-0.08, 1.54] 1.76
0.70 0.54 0.99% x x 0.14 [0.24,1.73) 2.60
1.30 1.01 1.45% 0.33 [0.32,2.59] 2.51
2.94 2.28 2.73% 2.46 [-0.35,5.80) 1.74
(1) Standard Deviation Of 1.29
LEGAL?2 i
(2) LEGAL2 Coefficient times (1) 0.44
3) Interaction Coeflicient times
) 0.78

NB. xxx, »x and x denote statistical significance at the 1%, 5% and 10% levels, respectively

Additionally, for all the countries on the 40™ percentile of inflation volatility
and below, the total effect of a one unit improvement in the standard deviation of the
LEGAL? Index has a statistically insignificant impact on sovereign debt rating and the
magnitude of the total effect reaches 0.61 rating classifications at the most.

Table 8. Percentiles of the Average of the Log of Inflation Volatility Data (1989-2006)

Min 20th 40th 60th 80th 90th Max
0.02 0.08 0.22 0.37 0.70 1.30 2.94
Neth |002| Aus | 007 | Fra | 019 | Austl | 0.29 | Chi | 040 | Isr | 1.28 | Arg |2.39
Fin [0.02| Bel | 0.05 | Nor [ 0.15| Col | 0.30 | Egy | 0.64 | Mex | 1.12 | Bra | 2.77

Can | 0.04 | Spa | 014 | HK | 0.26 | Ger | 050 | Tur | 1.23 | Per |2.94

Ita | 007 | UK 016 | Jap |0.28 | Gre | 0.50 | Uru | 1.28

Swe | 008 | Den | 0.19 | Mal |0.28 | Ind | 0.59

Swi | 0.08 NZ | 034 | Kor | 0.42

US | 0.04 SA | 0.31| Por | 058

Tha | 0.35| Sin | 0.50

Avg |0.02| Avg | 006 | Avg | 0.17 | Avg | 0.30 | Avg | 0.52 | Avg | 1.23 | Avg | 2.70




Inflation Volatility, Financial Institutions and Sovereign Debt Rating 77

Furthermore, all countries falling under the 60™ percentile and above have a
significant positive total effect. For instance, under the 90™ percentile, a one standard
deviation increase in LEGAL2 Index, leads to about one classification increase in
sovereign debt rating. As shown in Table 8, this is the case with countries like Israel,
Mexico, Turkey and Uruguay.

At this point, it is important to know how a developing country, for example
Mexico, can achieve this one standard deviation increase in its LEGAL2 Index. An
illustrative way to think about it is as follows. A one standard deviation increase in the
LEGAL?2 Index moves Mexico’s index to a value very close to the LEGAL2 Index for
countries like Switzerland, France, Hong Kong, Japan, Netherland, South Africa, New
Zealand and United States. By computing the averages of the individual components of
the LEGAL?2 Index, creditors’ rights, shareholders’ rights, enforcement and accounts for
these eight countries, the averages are 2, 2.95, 68.25, and 9.10. Comparing these values
to their equivalent ones in Mexico, these values are 0, 1.33, 60, and 6.2. The differences
between the average values of these four indices for the eight countries and the four
indices for Mexico, imply that Mexico needs a major improvement in all the four
components of the LEGAL2 Index. The protection of creditors’ rights, for example, is
considered one of the greatest problems facing businessmen in Mexico. Creditors are
afraid to provide finances for current or new projects as long as they do not have a direct
control over the goods provided by debtor as collateral in case of the debtor’s default. The
improvement in the financial institutions in Mexico is crucial for it to enjoy the benefits
of the one standard deviation increase in the LEGAL2 Index.

Impact of the Increase in Sovereign Rating on Long-Term Bond Yield

The previous discussion signifies that a country can increase its sovereign
debt rating by either following a monetary policy that decreases inflation volatility or
by improving its financial institutions. The aim of this section is to link the changes in
the sovereign debt rating to the changes in the average annual long-term bond yield. A
country with low rating is expected to pay more premiums on its foreign borrowings and
therefore, its long-term bond yield is expected to be relatively high when compared with
a higher rated country.

It has been observed that under the 40™ percentile of the LEGAL?2 Index, where
a country like Mexico belongs, a one standard deviation decrease in inflation volatility
leads to about 2 rating classifications increase, given the institutions index. From Table
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13 of the Appendix, these 2 rating classifications increase means an increase from the
lowest level in the investment grade category of “Baa3” or 12 points, to which Mexico
belonged in the first quarter of the year 2000, up to “Baa1” or 14 points.

A possible way of linking this increase in the sovereign debt rating to the annual
long term bond yield is by plotting a bar chart linking the data of these two variables
together. As shown in Figure 1(Appendix), a negative non-linear relationship is observed
between the sovereign debt rating and the average annual 5-year bond yield. A country
with high rating is associated with low average long-term bond yield, and vice versa.

Back to Mexico’s example again, Figure 1 and Table 14 (Appendix) show that
the two classifications increase in rating from Baa3 to Baa1 are equivalent to a drop
in the average annual 5-year bond yield from 12.21% to 7.81%. Hence, a one standard
deviation decrease in inflation volatility leads to a drop in cost of borrowings by about
4.4%.

Similarly, the link between one standard deviation increase in LEGAL2 Index
and the drop in the average annual 5-year bond yield is found. Again,in Mexico’s case,
a one standard deviation increase in the LEGAL?2 Index leads to about one classification
increase in rating from “Baa3” or 12 points, to which Mexico belonged in the first
quarter of the year 2000, up to “Baa2” or 11 points. From Figure 1 and Table 14, the
one classification increase in rating, from Baa3 to Baa2, is equivalent to a drop in the
average annual 5-year bond yield from 12.21% to 7.94%. Thus, a one standard deviation
increase in the LEGAL?2 Index leads to a drop of about 4.27% in the country’s cost of
borrowings.

5. Conclusion

While many studies have concentrated on the role of macroeconomic
fundamentals in affecting sovereign debt rating, few of these studies have addressed the
role of the second moments of macroeconomic aggregates. Additionally, while there is
a growing literature on the importance of institutions for a country’s economic growth,
there have been very few studies on the importance of improving institutions in relation
to the sovereign debt rating.

This study contributes to the sovereign debt rating literature by first showing
that the level of inflation loses its significant impact on sovereign debt rating once
inflation volatility is included in the regression. Secondly, reducing inflation volatility
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has a statistically significant positive direct impact on sovereign debt rating where a one
standard deviation decrease in inflation volatility leads to about two rating classifications
increase. Thirdly, improving institutions has a statistically significant positive direct and
indirect impact on sovereign debt rating where a one standard deviation increase in the
index of financial institutions leads to about one rating classification increase. Finally,
the increase in sovereign debt rating — either due to one standard deviation decrease
in inflation volatility or to a one standard deviation increase in institutions’ index —
leads to drops in the average annual long-term bond yield by about 4.4% and 4.27%
respectively.

Possible future research can depart from this last point where the welfare
implications of the exogenous drops in the cost of borrowing versus the welfare impacts
of the exogenous improvement in institutions for a small open economy are computed.
A good candidate for this model is a country like Mexico which fell on the border line
between an investment grade and a speculative grade in the first quarter of the year
2000. It will be interesting to see how the welfare impacts of the shocks coming from the
drop in the cost of borrowing, due to the reduction in inflation volatility, compare with
welfare impacts of the shocks coming from the improvement in institutions, where the
latter has two positive welfare effects — one that passes through the drop in the cost of
borrowing and another, direct exogenous effect through reducing the resource waste in
the economy.

The study concludes by drawing attention to some important confines of this
study that are mainly related to measurement errors. The assigning of a linear numerical
value to each rating letter might not be the optimal strategy. A nonlinear relationship
between assigned numbers and rating letters should be considered in future research on
the subject matter. Furthermore, given the data limitation, measurement errors could
arise from the assumption that each country has a time invariant index for financial
institutions. Particularly, this could be a strong assumption given the improvement in
the financial institutions for some countries included inthe sample.
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Footnotes

(1) Min (1998) provides a good literature review on these four groups.

(2)The RIEL is measured with the agency credit rating and the historical default risk. As mentioned in their
paper, it decomposes the spread into a risk component and a risk premium component.

(3) The paper uses the governance indicators provided by the World Bank database and measured by
Kaufman, Kraay and Mastruzzi (2003). These governance indicators include the voice of the people, politi-
cal stability, government effectiveness, regulatory quality, rule of law and corruption control. In addition,
the authors developed a composite index for these six indices.

(4) To avoid the dummy variable trap, the dummy that represents countries in the Organization for Econom-
ic Cooperation and Development (OECD) is omitted, but its effect is picked up by the intercept Bo ‘

(5) Aaa, Aa1, Aa2, Aa3,Aa, A1, A2, A3, A, Baa1, Baa2, Baa3,Ba1, Ba2, Ba3, B1, B2, B3,Caa1, Caa2, Caa3, Ca, C.
For detailed definition on each rating classification, check Rowland (2005).

(6)L, =p(d).1-r,), where L, is the expected loss, p(d) is the probability of default, and I is the
expected recovery rate as noted in Bhatia (2002).

(7) More details on these indices are provided in La Portaet al. (1998).

(8) Results are available from the author upon request.

(9) Equal to the number of instruments multiplied by the second stage F-statistic.
(10)The data for the English origin dummy are taken from La Portaet al. (1998).

(11)To account for a possible non-monotonic impact of the level of inflation on the sovereign debt rating,
the square of the level of inflation was added to the regressions above. The results suggest that the coeffi-
cient of the level of inflation remains statistically insignificant. Results are available from the author upon
request.

(12)A robustness check is undertaken using Panel Least Squares with Dummies Variables (LSDV) and
period fixed effects for the regressions in Table 4. The results of LSDV confirm the results of TSLS. Results
are available from the author upon request.

(13)A robustness check is undertaken on the total effects of both inflation volatility and financial institu-
tions using LSDV. The results are robust to the use of a different estimation methodology and this confirms
that the instruments used are good enough to well estimate the relations of interest. Results are available
from the author upon request.
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Appendix
Figure 1. The negative relationship between Moody’s rating in 2000 (first quarter)
and 5-year Annual Bond Yield in 2000 (first quarter).
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Source: Global Financial Database for the Annual 5-year Bond Yield.
Table 9: Descriptive Statistics
Rating Inf InfVol DC GDP/cap L2 intL2

Mean 16.88 48.43 0.51 86.04 4.00 ~0.01 -0.68
Median 20.33 3.45 0.28 80.84 4.19 0.36 -0.05
Maximum 23.00 3398.68 3.27 228.07 4.60 1.83 0.93
Minimum 0.00 -1.58 -0.99 9.17 2.49 -2.90 -9.49
Std. Dev. 6.75 328.58 0.79 48.99 0.48 1.32 1.78
Skewness -0.94 8.92 1.78 0.48 -0.93 -0.58 ~2.89
Kurtosis 2.90 84.89 5.97 2.57 3.12 217 12.00
Jarque-Bera 3213 64102.52 195.56 10.18 31.77 18.50 | 1044.83
Probability 0.00 0.00 0.00 0.01 0.00 0.00 0.00
Sum 3696.00 | 10605.80 111.61 | 18842.17 | 875.35 -1.82 | -149.21
Sum Sq. Dev. | 9945.84 | 23536444.00| 13543 |523284.60| 49.67 379.61 | 693.75
Observations | 219.00 219.00 219.00 219.00 219.00 219.00 | 219.00

Legend: Inf refers to inflation; Infvol refers to inflation volatility; DC refers to Domestic credit as a ratio to GDP; GDP/cap isthe

per capita GDP; L2 is the LEGAL?2 Index; intL2 is the interaction term of the LEGAL?2 Index with inflation volatility.
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Table 10: Correlation Matrix

Rating Inf. Inf. Vol. DC GDP/cap. L2 intL2
Rating 1.00 -0.30 -0.72 0.59 0.76 0.77 0.62
Inf. -0.30 1.00 0.41 -0.15 -0.15 -0.22 -0.42
Inf. Vol. -0.72 0.41 1.00 -0.51 -0.48 -0.65 -0.84
DC 0.59 -0.15 -0.51 1.00 0.53 0.64 0.50
GDP/cap. 0.76 -0.15 -0.48 0.53 1.00 0.70 0.43
L2 0.77 -0.22 -0.65 0.64 0.70 1.00 0.74
intL2 0.62 -0.42 -0.84 0.50 0.43 0.74 1.00

N.B. Please see Legend of Table 9
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Table 11: Regional Dummies

Code Countries Dasian Doecd Dlatin Dafmid
1 Argentina 0 0 1 0
2 Australia 0 1 0 0
3 Austria 0 1 0 0
4 Belgium 0 1 0 0
5 Brazil 0 0 1 0
6 Canada 0 1 0 0
7 Chile 0 0 1 0
8 Colombia 0 0 1 0
9 Denmark 0 1 0 0
10 | Egypt 0 0 0 1

11 Finland 0 1 0 0
12 France 0 1 0 0
13 Germany 0 1 0 0
14 Greece 0 1 0 0
15 Hong Kong,Chi 1 0 0 0
16 India 1 0 0 0
17 Israel 0 0 0 1
18 Italy 0 1 0 0
19 Japan 0 1 0 0
20 Korea, Rep 0 1 0 0
21 Malaysia 1 0 0 0
22 Mexico 0 1 0 0
23 Netherlands 0 1 0 0
24 New Zealand 0 1 0 0
25 Norway 0 1 0 0
26 Peru 0 0 1 0
27 Portugal 0 1 0 0
28 Singapore 1 0 0 0
29 South Africa 0 0 0 1
30 Spain 0 1 0 0
31 Sweden 0 1 0 0
32 Switzerland 0 1 0 0
33 Thailand 1 0 0 0
34 Turkey 0 1 0 0
35 United Kingdom 0 1 0 0
36 United States 0 1 0 0
37 Uruguay 0 0 1 0

Legend: Dasian refers to the dummy variable for Asian countries

Doecd refers to the dummy variable for the OECD countries (includes Japan, Mexico, and Turkey)

Dlatin refers to the dummy variable for the Latin American countries.

Dafmid refers to the dummy variable for the North African and Middle Eastern countries (includes South Africa)
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Table 12: Wald Coefficients Test

Wald Test:

Equation: BASE

Test Statistic Value™ dar™ Probability
F-statistic 3.766590 (2,150) 0.0253
Chi—square 7.533179 2 0.0231
Null Hypothesis Summary:

Normalized Restriction (= 0) Value" Std. Err.

c(7) 0.341208 0.438961

Cc(8) 0.604794 0.514689

N.B. Restrictions are linear in coefficients.

Table 13: Definition of Moody’s Sovereign Debt Rating

Moody>»s Rating Classification

23 Aaa
22 Aa1
21 Aa2
20 Aa3s
19 Aa

Investment Grade 1 Al
17 A2
16 A3
15 A
14 Baa1
13 Baa?2
12 Baa3
1 Ba1
10 Ba2
9 Ba3
8 B1
7 B2

Speculative Grade 6 B3
5 Caa’
4 Caa2
3 Caa3
2 Ca
1 C
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Table 14. Annual Yield in 2000 (first quarter) and Moody’s rating in 2000

Country Yield Rating Average Yield
Australia 6.40 23
Austria 5.46 23
Denmark 5.39 23
Finland 4.91 23
France 4.96 23
Germany 4.86 23
Ireland 5.06 23
Netherlands 5.03 23
Norway 6.18 23
Switzerland 4.18 23
UK 5.86 23
UsS 5.88 23 5.30
Belgium 5.09 22
Canada 6.07 22
Japan 1.07 22
Singapore 3.72 22
Sweden 5.32 22 4.37
New Zealand 7.02 21
Portugal 5.25 21
Spain 5.09 21 5.86
Iceland 10.50 20
Italy 5.04 20 7.80
Czech Republic 6.11 18 6.11
Botswana 8.00 17
Cyprus 7.35 17
Greece 6.03 17
Israel 5.60 17 6.87
Hong Kong 6.90 16
Hungary 8.33 16
Malta 5.33 16 6.85
Chile 5.90 14
Estonia 10.82 14
Poland 6.70 14 7.81
Korea 9.54 13
Latvia 9.13 13
Malaysia 5.15 13 7.94
Mexico 17.40 12
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Continue table 14...

South Africa 13.57 12
Thailand 5.67 12 12.21
Lithuania 11.62 11
Morocco 5.80 11
Philippines 13.50 11
Slovak Republic 8.64 11 9.89
Colombia 18.00 10
Fiji 5.26 10
India 11.32 10 11.53
Jamaica 24.75 9
Jordan 7.00 9
Peru 11.21 9 14.32
Argentina 9.73 8
Brazil 11.31 8
Kazakhstan 9.98 8
Lebanon 8.99 8
Turkey 4.87 8 8.97
Bulgaria 9.31 7
Honduras 14.16 7
Venezuela 21.42 7 14.96
Indonesia 11.48 6
Ecuador 13.66 5
Pakistan 13.98 5 13.82

Source: Global Financial Data base for the Annual Yield Data
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Fundamentals Affecting Oil Prices: An Empirical Study

Latifa Ghalayini*
Abstract

This paper studies the oil price volatility and investigates the factors that affect the spot oil
price and might have contributed to the oil price increase. After approaching the oil price
volatility, a linear model for spot oil price determination is estimated. Five variables: the spot
oil price, the oil demand and supply, the $ exchange rate value and activity in future markets
validate a long-run relationship. Together these variables allow the model to perform
well and explain the winner situation of oil exporter countries in the short and long term.
However the estimation of the Vector Error Correction Model (VEC) shows that the oil
supply influences negatively the spot oil price in long term and, the oil demand as well as the
Special Drawing Receipt (SDR)/$ exchange rate are significant for oil price determination
in the short term only while, the activity in future market is insignificant in determining spot
oil price in short and long term.
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1. Introduction

Oil prices have been variable since the large price increases of the 1970s and
1980s. The wide price fluctuations in 2007, when daily spot prices for marker crudes
nearly doubled between January and November, and fluctuations by more than US$20 a
barrel in early 2008, reinforce the idea that oil prices are volatile. What factors influence
the crude oil price and make it fluctuate? Does this oil price fluctuation favor exporter
or importer countries? In other words, who are the winners in the crude oil price game
— the oil exporters or the oil-importing countries?

The existing empirical literature on crude oil price does not give a satisfactory
answer. Existing research has either exploited the statistical properties of the data —
namely autocorrelation and non-stationary — or has focused on macroeconomic or
financial variables as the determinants of oil prices. This paper takes a novel approach
and demonstrates a linear model which describes the price determination process in the
oil market. The oil price as the price of any other commodity is determined by the supply
and demand of this commodity, but because oil contracts are settled in US dollar and
the increasing speculation on oil contract, the model for crude oil price determination
is expanded to include the supply and demand, the Special Drawing Rights (SDR)("/$
exchange rate and conditions in future markets as explanatory variables. Together, these
factors allow the model to perform well and explain the winner situation of oil exporter
countries in the short and long term.

2. Literature Review

There are three schools of thought in relation to the determination of crude oil
prices, but none has been entirely successful in predicting the path of oil prices. The
first school examines the interaction of demand and supply in the determination of the
spot price. Microeconomic theory states that if there is excess demand, prices will rise to
restore equilibrium. Alternatively, if there is excess supply, prices will fall. The presence
of excess supply or demand is evidenced in crude oil inventories. Zamani (2004)
presented a short-term quarterly forecasting model of the real West Texas Intermediate
(WTTI) price that accounts for both the role of the Organization of Petroleum and
Exporter Countries (OPEC) and the physical oil availability of relative inventory levels.
Zamani included in his model OPEC quotas, overproduction and non-Organization for
Economic Development and Cooperation (OCDE) demand as explanatory variables. Ye
et al. (2002, 2005 and 2006 used relative oil inventory levels to forecast oil prices.
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The second school of thought posits that commodity markets are generally
efficient and holds the view that futures prices have the power to forecast realized spot
prices. A widely supported approach is taken by Chinn, LeBlanc and Coition (2005),
postulating that the best predictor of future spot prices is futures prices. While they found
that futures prices are unbiased predictors of future spot prices, the prediction error is
large. Taback (2003) also found similar results but also observed that the explanatory
power of futures prices is low for changes in spot prices.

Merino and Ortiz (2005), extending the various works of Ye et al. op.cit.)
investigated whether some explanatory variables can account for the fraction of oil price
variations that is not explained by oil inventories. The authors acknowledged as possible
sources of variation the following: (a) the difference between spot and futures prices; (b)
speculation defined as the long-run positions held by non commercials of oil, gasoline
and heating oil in the New York Mercantile Exchange (NYMEX) futures market; (c)
OPEC’s spare capacity along with the relative level of US commercial stocks; and (d)
different long-run and short-run interest rates. Exploiting causality and co integration
tests, the authors identified the importance of the speculation variable which, among
others, appears to add systematic information to the model.

A different approach in forecasting oil prices is proposed by Lalonde et al.
(2003), who tested the impact of the world output gap and the real US dollar effective
exchange rate gap on WTI prices. A comparison with a random walk and with an
Autoregressive of Order 1 (AR (1)) specification suggests that both variables play an
important role in explaining oil price dynamics. Sanders et al. (2009) investigated the
empirical performance of the Energy Information Administration (ETA) model for oil
price forecasting at different time horizons. This model is a mixture of structural and
time series specifications, which includes supply and demand as the main factors driving
oil prices, and takes into account the impact of past forecasts. The authors found that
EIA three-quarters ahead oil price forecasts, are particularly accurate.

The third approach is taken by Kaufmann et al. (2004) who used macroeconomic
fundamentals such as GDP and interest rate to model fuel demand and supply and hence,
explaining spot prices. A similar approach is taken by Krichene (2005) and Krichene
(2007). In Kaufmann et al. (2007), oil prices are driven by OPEC quotas and capacity
utilization, which are shown to be statistically relevant over the period 1984-2002.
Although the models capture supply and demand influences, significant forecast errors
are evident in certain periods.
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This paper presents a linear model for the oil market and proves a long-run
relation between crude oil price and the world real gross domestic product, the world oil
production, the SDR/$ and an open interest in the NYMEX.

3. Oil Market and Price Trend

Crude oil is produced in nearly every corner in the world.* If oil were a normal
commodity, competition would eventually drive the price down to a level close to the
current cost of production, which at the margin, is probably somewhere between $20 and
$30 a barrel. However, the oil market is hardly a text book case of open competition. The
OPEC cartel controls 40% of the supply and they possess about 78% of the world’s total
proven crude oil reserves. This gives OPEC a pivotal influence in shaping the direction
of oil prices — but only when the cartel acts together to control production and balance
supply and demand in the international market. Furthermore, geopolitics is an ever-
present factor, as is speculation.

The most widely accepted theoretical approach to the economics of oil focuses
on the prevailing oligopolistic market. According to Adelman (1993), the long-term
marginal cost is a small fraction of the price of oil, even when making considerable
allowances for the future values of the resources used up today (user cost). To support high
price levels, the excess supply is restricted by a cartel. The market works in the following
way — higher-cost producers sell all they can produce, while low-cost producers satisty
the remainder of the demand at current prices and cut back production if needed.

Econometric evidence on Saudi Arabia confirms the asymmetric behavior of the
low-cost petroleum suppliers: the country restricts production in reaction to negative
demand shocks but does not expand production in response to positive ones, in order
to sustain high prices (De Santis, 2003). The oligopolistic structure of the oil market or
the dominant role of Saudi Arabia is supported in a number of other empirical studies
(Griffin, 1985; Alhajji and Huettner, 2000; and Dees et al., 2003).

Overview of the Supply

The power of the producing countries is, in general, rooted in the characteristics
of oil. Producers incur no storage costs since petroleum is simply left in the ground
whereas consuming countries have to cover the technical costs of building storage
facilities, interest on the value of oil stocks and various risks. In addition, oil production
is not labor-intensive and, therefore, the oil supply can be controlled easily by reducing
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depletion rates without affecting the labor market. Since there are no short-term
substitutes for petroleum, changes in supply are also effective. Moreover, demand for
crude oil is highly insensitive to price changes (Cooper, 2003).

Oil supply and its relation to crude prices can be looked at in two ways: long and
short term. Short term does not really include how much oil is still sitting in the ground.
While oil reserves are diminishing, there is still enough black stuft down there that the
effects from immediate factors mitigate long-term ones. Thus, the major short-term
factors include the production decisions of OPEC and non-OPEC countries, how much
spare capacity there is for excess oil and external shocks that affect output, such as wars
and politics.

From a long-term perspective, oil supply depends mostly on just how much
crude is left in the global reserves, and what kind of government is sitting on top of
them. Other factors may also include exploration and how successful and efficient oil
companies are at finding new wells. New developments in technology also play an
important role, allowing for more efficient and profitable extraction and refining of oil
previously unusable or inaccessible.

OPEC is the main player in the supply side — controlling 40% of the supply,
and possessing about 78% of the world’s total proven crude oil reserves. It behaves as a
semi-cartel in normal times by aiming to maintain excess extraction capacity in order
to influence crude oil prices. Non-OPEC producers, on the other hand, have relatively
limited reserves and spare capacity, and generally behave as price takers. At certain
times, OPEC has relatively clear influence on oil prices, as in 1996, when a flood of Saudi
crude oil came on the market and drove down prices. In recent years, its policy has been
to balance the market while allowing for an appropriate level of crude oil inventories in
consuming nations.

The Demand for Oil

Unlike supply, demand for crude oil depends on the choices of many individual
households and firms. In addition to demographic factors, oil prices are linked, like
those of other commodities, to the levels of economic activity in the industrial nations.
Demand, both from consumers and industrial users, tends to pick up when growth rates
of gross domestic product increase and slows down when those growth rates decline.
As world economic growth increases, the demand for oil increases which consequently
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pushes up oil price. Oil prices then, tend to be volatile, at least partly due to variations in
the business cycle (Figure 1).

In December 1998, economic growth decreased and pushed down the demand
for oil and therefore, reduced oil price. The world economy continued its recovery in
2003 and 2004 with gross domestic product (GDP) growth rates increasing in many
regions. The strongest growth performances were in oil-importing United States and
China, but better performance was also observed in Japan and Russia, as well as the
emerging growth nations of Asia. US growth was 3.1% in 2003, and reached 4.6% during
2004. Chinese economic growth was 7.4% in 2003 and reached 6.8% in 2004, moderating
only slightly for 2005 In the United States, economic growth has been linked to
high levels of oil consumption, of which increasing gasoline demand is an important
component. In China, expanding exports have increased the industrial demand for
oil, and rising consumer income has increased consumers demand for gasoline. US oil
demand increased by 1.9% in 2003 to over 20 million b/d. Chinese oil demand increased
by 11.5% in 2003 to almost 6 million b/d.~

60000
50000 +

40000 +
i 30000 +
20000 +
10000 +

EEEPESPPIIPIII IS

Source: Prepared by the author based on Data and Statistics, International Monetary Fund (2004)

Figure 1. Variation of world real GDP and oil price from1995, Q1 - Q4, 2008.

In both the United States and China, the increase in GDP growth and economic
activity in general, has led to increases in energy demand. However, a feedback
relationship exists which can mitigate this effect. To the extent that oil prices rise,
reflecting increased oil demand, GDP growth rates might decline for two reasons. If the
monetary authorities interpret increasing oil costs as generalized price inflation, they
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may adopt restrictive monetary policies which could slow the economy’s growth. Also,
if oil product prices rise, and consumers are unable or unwilling to reduce oil product
consumption, consumers may reduce expenditures on other goods and services, again
potentially slowing the rate of GDP growth.

While the United States and China increased their demands for crude oil and
petroleum products as a result of their GDP growth, oil exporter countries, improved
their GDP growth rate. High oil prices, based on rising oil demand, create an inflow
of oil derived revenue, increasing GDP growth. The danger for these nations is that if
prices go too high, and stay high, GDP growth in the consuming nations might decline,
reducing the demand and price of oil. An additional factor is that high prices lead to
increases in exploration and development budgets around the world. As new oil is found
and brought to market, supply increases and prices might be reduced, damaging the oil
exporting nation’s growth. High oil prices can also stimulate industrial countries to
develop and use alternative fuels (oil substitutes) more competitive, potentially reducing
the demand for oil.

The Spot, Term and Future Markets

Initially, most trade flows were conducted under term contracts.®® Since the
early 1980s, however, the petroleum industry has become increasingly dependent on the
spot market and spot prices.””” Although the spot market accounts for less than 50% of
physical oil sales, spot prices are the primary determinant of almost all other petroleum
prices. They are, for example, used in most pricing formula for the term crude oil sales of
OPEC and many other producing countries (Energy Intelligence, 2004).

The other recent development in the oil industry is the growing influence of
the market for future contracts.t® In 1983, NYMEX introduced the first crude oil futures
contract. By 1990, there were 10 active oil futures contracts trading worldwide, with
a combined daily volume equivalent to 150 million barrels a day, or 130% more than
oil demand at the time. Today, total NYMEX oil futures trading activity represents the
equivalent of 600 million barrels, which is about seven times the daily volume of current
oil demand.

NYMEX and the Inter Continental Exchange (ICE) Futures in London control
global benchmark oil prices which in turn set most of the freely traded oil cargo. They do so
via oil future contract on two grades of crude oil - the WTT and the North Sea Brent. A third
rather new oil exchange, the Dubai Mercantile Exchange (DME), trades Dubai crude.
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The players in the energy markets are a diverse group of commercial and
non-commercial investors. The set of so-called commercial traders — traditionally
oil producers and energy companies that tend to hedge — has been expanded by the
growing number of investment banks and hedge funds which own energy-producing
facilities, and the emergence of specialized energy trading firms in the wake of financial
market deregulation. Furthermore, the distinction between commercial and non-
commercial traders is increasingly blurred as non-commercial traders may enter into
swap arrangements in which commercial traders act as their agent.

Innovations in futures, options, and derivative instruments permit active trading,
speculating, and hedging, i.e. linking markets for physical petroleum products with
financial markets. While new investors could be instrumental in translating expected
future fundamentals into current prices, excessive activity based on limited information
may lead to a disconnect between the futures and physical markets. In particular,
excessive activity by newcomers or “herd behavior” by investors may exaggerate the
impact of concerns about current and future supply conditions at all points along the
futures curve, including spot prices. Given that only about 5% of futures contracts are
ever delivered as a physical product, increased uncertainty can encourage speculative
behavior in the futures market. This, in turn, may push up futures prices beyond that
warranted by future market fundamentals.

The large purchases of crude oil futures contracts by speculators have, in effect,
created an additional demand for oil, driving up the price of oil for future delivery in the
same manner that additional demand for contracts for the delivery of a physical barrel
today drives up the price for oil on the spot market. As far as the market is concerned,
the demand for a barrel of oil that results from the purchase of a futures contract by a
speculator is just as real as the demand for a barrel that results from the purchase of a
futures contract by a refiner or other user of petroleum. Figure 2 shows that crude oil
price and oil open interest” move together with an upward trend.

On the other hand, causality tests suggest that speculative activity, as proxied by
net non-commercial long positions, does not have a significant impact on spot prices,
but it does moderately influence longer-dated futures prices. The results also suggest
that speculative activity follows, rather than leads spot prices, as do longer-dated future
prices, which supports the argument that changes in the fundamentals affect, via spot
prices, perceptions regarding future physical market conditions '
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Figure 2. Variation of crude oil price and total open interest,
NYMEX: 3 March 1995 — 27 July 2010.

Oil Price and Traded Currency

Since oil is priced in dollars and generally paid for in dollars, exchange rate
variations in the US dollar can affect the level and distribution of the world’s oil demand
and oil price as consequences. Several consequences may follow from this relationship.
Firstly, if the value of the dollar declines against other currencies the dollars received by
oil exporting nations are worth less in terms of world purchasing power. If oil exporters
are able to exert market power in setting prices, or if market conditions permit oil
exporters to dictate higher prices, they have incentives to increase the money price of oil
in an attempt to preserve the purchasing power they earn through selling a barrel of oil.

Oil-importing countries have various reactions facing the dollar weakness. For
the United States, of course, any increase in the dollar price of oil is immediately felt as
an increased price burden, possibly leading to decreases in demand. For the euro-area
consumers, the situation is different. Since the value of the euro has increased in terms of
dollars, the effect of any increase in dollar-denominated oil prices is offset by the amount
of euro appreciation. For example, if the euro appreciates by the same percent that the
price of oil in dollars increases, the two effects cancel each other. The result is that the
demand for oil in the euro area is less likely to be affected by high oil prices as long as the
euro appreciates.
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Nations that intervene in world currency markets to prevent the dollar from
falling relative to their currencies — for example, Japan, Korea and Taiwan — are implicitly
choosing to forego the associated real reduction in oil prices an appreciating currency
would bring, to preserve the export advantage for their goods that a lower exchange rate
brings. Since these nations are both large oil importers as well as major exporters on
world markets, the choice can have important implications for their economies. China
also foregoes (when the Yuan exchange rate was fixed with the $) any exchange rate-
based benefit with respect to oil purchases in favor of supporting export industries.

4. Crude Oil Price Volatility

This section aims to provide an approach to the oil price volatility for data on
daily crude oil prices (Energy Information and Administration, 2010) denoted by p,, and
covering March 1995 - March 2010. Figure 3 provides a starting point to the analysis of
oil price behavior over the last 20 years. The graph shows that daily prices of WTI crude
— one of the marker crudes — have varied continuously. Leading up to 2008, oil prices
experienced a steady, upward trend. In 2008, oil prices climbed to an unprecedented
high of $147 per barrel in July, only to fall dramatically in a very short period of time to
a low of $30 per barrel in December 2008. Since the end of 2008, oil prices have risen in
2009 and are now near $70 per barrel in 2010.

Discounting the exceptional circumstances of the first Persian Gulf War, prices
had tended to fluctuate within a narrower band for most of the 1990s. From 1999 to
2004, the biggest difference between the high and low price in any given year was $16;
from 2005 on, the average variance was $52; but in 2008, it was $115.

The analysis of the volatility of a price series is based on the returns of the data,
which are the period-by-period changes in the data. For example, returns on daily prices
are the differences between prices in two consecutive days. In this study, as in many
others, the preferred measure of the return is the difference in the logarithms of prices
over two consecutive periods: R =logp, -logp, .. Such a calculation gives an approximate
percentage change in price when the magnitude of variation from one period to the next
is small compared to the price levels themselves.
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Figure 3. Crude oil price (WTI, daily: January 1990 through August 2010).

Methodology

A GARCH'"" formulation was used to test whether the variance of returns is
stationary and if price levels eventually revert back to a mean and, if they do, over what
time period. The GARCH formulation tests an Equation specification’'” for the mean of
the return series (Equation 1) in logarithms and Equation 2 for the conditional variance
of the returns:

R =logp, -logp,  =C+eg, (Equation 1)

o’ =w+ag’  +Bo’ (Equation 2)

where € ~ N(o, o’ )and o’ = E<€2t>

The prior step is to analyze whether oil price are stationary. The standard test for
the presence of a unit root is the Augmented Dickey Fuller (ADF) ('® test. This test was
carried out on all the series used in this study. After determining the process stationarity,
Box-Jenkins!'*’ procedure is applied in order to build and choose the appropriate model.
This procedure consists of building and estimating the model once its type is known. The
Ordinary Least Square (OLS) method is usually used in the case of auto regressive model
(AR), but if the model is moving average (MA) or autoregressive-moving-average
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(ARMA) - the maximum likelihood method is used since these models are not linear.

Results

Stationary Analysis. According to the calculated ADF value presented in Table1,
hypothesis of a unit root cannot be rejected for all variables in levels. The results further
suggest that taking first differences remove these roots from the series implying that oil
price series is integrated of order 1(1(1)).

Table 1: Unit Root Test for Oil Price

Calculated
Variables Models Lag | ADF Lag Caggéated ADF
in levels in Differences
Oil Price Intercept 2 ~1.029670 1| 471320244+
P, Trend & Intercept 0 -2.688806 1 —47.12868% % *
None 2 0.218364 1 —47.12430% %

+«xSignificant at the 1% level, «« Significant at 5% level, « Significant at 10% level

Source: Author’s calculation

Model Building. The correlogram of the oil price presented in Table 1A in the
Appendix shows the autocorrelation coefficients computed for the oil price series at
different lag. Tt is clear that the autocorrelation function (ACF) tapers off and the partial
autocorrelation (PACF) cuts off. It may be concluded then that this model is autoregressive
(AR) of order one since PACF cuts off at 1. The AR 1 model is specified as:

P_aP_ +u (Equation 3)

u=pu  +e€ (Equation 4)

The parameter p is the first order serial correlation coefficient. In effect, the AR
1 model incorporates the residual from the past observation into the regression model
for the current observation. Since the oil process is not stationary, the series has to be
differentiated and the model estimation (computed data presented in Table 2A in the

Appendix) is:
AP =0.017373-0.045657 AP_, +e,

(0.872057)  (-2.838898)

According to equation estimation, the variable AP is significant at 1%. After
estimating the model, the next step is to test if there is autocorrelation between the
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residuals. Auto correlation test shows whether the serial correlation coefficients are
significantly different from zero. The null hypothesis of the test is that there is no serial
correlation in the residual up to the specified order. The test reported in Table 3A in
the Appendix accepts the hypothesis of no serial correlation up to order 2, since the
probability is greater than 5% and the Durbin Watson is around 2. The serial correlation
test indicates that the residuals are not serial correlated and the equation can be used for
hypothesis test or forecasting but the R-squared is very low.

Volatility Test. To test and measure the volatility, the ARCH and GARCH
models are used. The test results reported in Table 4A in the Appendix indicate that
the probability of each ARCH and GARCH is high. The estimation of Equation 2 is the
following:

0? = 8.65E-08+0.053035 €%, +0.93289107
(5.328880) (12.032338)  (150.7912)

The sum of ARCH and GARCH (a + B) is very close to one, indicating that
volatility shocks are quite persistent that is often observed in high frequency financial
data. The fitting of the GARCH model shows high price volatility and periods of volatility
clustering in the data sample under study.

6. Oil Price Determination Process

This section models the oil price determination process with crude oil price as
the dependent variable.

Model Explanation

Since the world oil demand is mainly influenced by the world gross domestic
product, the oil demand is represented in this study by the world real gross domestic
product. However, the oil supply is represented by the world oil production. The two
other explanatory variables are the SDR/$ exchange rate and the total' open interest
representing respectively the variation of the $ value and the speculation in the oil market.

The following equation represents a model for oil price determination:

LogPrice =b +b LogGDP +b LogOutput, +b LogRate +b ,LogSpeculation +u,
(Equation 5)



102 L. Ghalayini

in which U =noise disturbance term at time t, Price is the nominal crude oil price. GDP is
the world real GDP which is calculated in dividing the world GDP by the world consumer
price index (CPI). Production is the volume of world oil production per day (OPEC and
non-OPEC countries). Rate('® is the value of one SDR in terms of $. Speculation is the
oil open interest contract in NYMEX. Quarterly data from the first quarter of 1995, Q1
to the last quarter of 2008 are used for all variables."'”” All variables except exchange rate
are in logarithm form:

Price, = crude oil nominal price, in US$ per bl, P= Log(Price)t;

Output, = world crude oil output, in millions of barrels per day, q =Log(Output) ;
GDP = real GDP for world economy, Y= Log(GDP)t;

Rate, = the value of SDR in terms of $, X, . Log(Rate)t;

Speculation = the total open rate contract, S_Log(speculation);

It is expected that the regression coeflicient associated with the GDP to be positive
—an increase in real world GDP will increase oil demand and increase oil prices. Itisalso
expected that the production coefficient will be negative — an increase in oil production
will increase the oil supply and reduce real oil price by reducing reliance on current
production and thereby lowering the risk premium associated with a supply disruption.

A positive relationship is also expected between exchange rates SDR/$ and
crude oil prices. This effect may be understood in two ways. The first way is since all oil
contracts are concluded in $, the increase in exchange rate which means a depreciation in
the $ value makes the oil less expensive, the demand for crude oil then increases and also
the oil prices. The other way is that an increase of the SDR/$ exchange rate value reduces
the real oil price, producers will react by reducing their production. The nominal oil
price will then increase as response to the decrease in production.

Finally, the speculation coefficient is expected to be positive. In fact, high oil price
volatility implies profit opportunities. The future contracts become important financial
assets for the speculator and the development of paper oil market activity increases the
tuture oil prices affecting the spot oil prices positively.

Econometric Methodology

The concept of co-integration, first introduced into the literature by Granger
(1981), is relevant to the problem of the determination of long-run or equilibrium
relationships in economics. From a statistical point of view, a long-term relationship
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means that the variables move together over time so that short-term disturbances from
the long-term trend will be corrected.

If the similarly integrated series in any given model are co-integrated, then
linear combinations of these variables will converge to stationary long-run equilibrium
relationships. Thus, the non-stationary property of the series must be considered first.
Testing for co-integration is the second stage of pre-testing. Passing this stage is a
prerequisite to move on to the model building.

To test for co-integration, the method developed by Johansen in Johansen and
Juselius (1988) is used. This method allows knowing the number of co-integrating
vectors. It also allows using the vector error correction model (VEC)"® to estimate
Equation 5. The VEC!'® has co-integration relations built into the specification so that
it restricts the long-run behavior or the endogenous variables to converge to their co-
integrating relationships while allowing for short-run adjustment dynamic.

The co-integration term is known as the error correction term since the
deviation from long-run equation is corrected gradually through a series of partial
short-run adjustment. The Johansen procedure VEC has three steps: (a) The first step is
to determine the co integration order of the variables; (b) The second is to determine the
model and determine the rank® (r) of r; and (c) The third and final step is to determine
the model order using Akaike (1974) and Schwarz (1978) criteria information.

Results and Discussion
Stationary Test. Table 2 indicates that all variables are stationary in first difference.

Co-integration Test. Since all variables being I(1), the test for co-integration
is the next step. By using the log-level form of the series, a multivariate co-integration
relationship is estimated to establish the existence of along-run equilibrium relationship.
The Johansen’s Maximum Likelihood co- integration test relations are estimated with
the intercept and linear deterministic trend in a Vector Auto Regression (VAR) model
of order 1 with a lag length of 1, which is found to be the most parsimonious for the data
series. The Johansen co-integration tests are based on the Maximum Eigenvalue of the
stochastic matrix as well as the Likelihood ratio test which is in turn, based on the trace
of the stochastic matrix.
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Table 2. Unit Root Tests for Individual Series in Log

Variables | Lag | Calculated ADF in Levels |Lag | Calculated ADF in Differences
0 -1.352627 0 —-3.975680% % x
Pt 1 -2.804193 0 -3.817831%x
0 0.338087 0 ~4.058995% % x
0 -2.744762 0 ~6.76527 1w % *
Yt 0 -1.629020 0 —7.604679% % x
0 2.179798 0 ~6.152061% % x
0 -0.79332 0 ~5.955879% % x
Qt 1 -1.919926 0 -5.995184 % x
0 2077912 0 —-5.658203x * %
0 3.231538 1 ~10.25595% % x
0 1.362664 2 ~10.36686x % x
St 0 2167697 1 ~3.007523% % %
0 -1.399521 0 —~6.866813xx*
Xt 0 -2.262387 0 —~7.195887 % x
0 -0.029410 0 —9.218446xx*

*x« Significant at the 1% level,» « Significant at 5% level, + Significant at10% level

Source: Author’s calculation

Table 5A in the Appendix shows the summary results of the Johansen’s
Maximum Likelihood co-integration test. For the null hypothesis of r = 0, the calculated
trace statistics is larger than its critical value and calculated maximum Eigenvalue is also
larger than its critical value at 5% level of significance. From the results, it is evident that
both the trace test and maximum Eigenvalue test indicate one co-integrating equation as
the null hypothesis of r = 0 is rejected. Thus, it may be concluded that there is a unique
long-run equilibrium relationship between the variables.

Vector Error Correction Model. According to Akaike (1974) and Schwarz
(1978), it is concluded that it is better to take the model in lag 2. Both the short- and
long-run estimates as well as diagnostics are presented in Table 6A in the Appendix. It
may be observed that the model fits the observed data fairly and significance of estimated
relationships as indicated by the adjusted R?(0.506553) and F-statistic (3.546295) of the
relevant error correction equation. The error correction coefficient (-0.425784), which
measures the speed of adjustment towards long-run equilibrium carries the expected
negative sign and it is highly significant at the 1% level.
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The Long-Run Model Estimation:

P =-0.3432097Y,-6.264824Q,+0.1872548 +2.277338X - 0.067494Trend-124.3669
(0.98814) (2.55504) (-1.03638) (1.70298) (-6.41120)

In the long run, the variable production is statistically significant with high
elasticity level (-6). The negative sign of the production coefficient indicates the inverse
relation between the volume of oil production and oil price as expected. A decrease of
the world production by 1% increases the oil price by 6%. All other explanatory variables
are not statistically significant. On the other hand, the estimation shows a significant
trend in the long-run equilibrium price.

The Short-Run Model Estimation:

AP =-0.425784€_ - 0.030893 AP, +0.329185 AP, _+0.00663 AY,
(-504962) (0.25244) (2.36444)  (0.03583)
+0.574039 AY, | +1.243717 AQ, , +2.57053 AQ, + 0.85256 AS,
(2.97119) (0.68751) (1.22812) (0.51929)
~0.192335AS__ +3.677654 AX__ + 1.882559 AX,  -0.004688
(-1.33974) (2.94669) (1.56280)  (-0.21961)

The short-run equilibrium estimation shows that the variable price in time t-2
is statistically significant and affects the oil price in time t. It also shows that the variable
real GDP is statistically significant at the 1% level. Then an increase in real GDP in time
t-2 has an increasing effect on oil price in time t. The variable exchange rate in time t-
1, which measures the value of $ in terms of SDR is significant. The positive sign of the
coefficient indicates that a depreciation of the value of dollar increases the oil price in
the short run.

The estimated parameters suggest that an increase in real GDP by one unit,
results in an increase of oil price by 57% in six months ahead, while an increase by
one unit in exchange rate ($ depreciation) results in an oil price increase by 367% in
three months ahead. However, the variable speculation is not statistically significant in
determining oil price.
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6. Conclusion

Oil price fluctuated with an upward steady trend during the two last decades. This
paper builds a linear model for oil price determination using five variables: (a) the spot
crude oil price; (b) the real world real GDP; (c) the world oil production; (d) the SDR/$
exchange rate; and (e) the total open interest. The co-integration test shows that these
variables move together, it validates the existence of a long-run relationship between
these economic and financial variables. The VEC results allow however, estimating the
adjustment dynamic of variables in the short term.

In relation to the real world GDP, in the short run, the variable real world GDP
affects positively the oil price. An increase in real world GDP increases the oil demand
and the oil price by consequences. In the long run however, the relation between oil
price and real world GDP is negative. This may be explained by the fact that high oil price
stimulates industrial countries which aim to sustain economic growth to develop and
use oil alternatives affecting negatively the oil demand and consequently, the oil price.
Furthermore,inorderto controlinflation caused by high oil price, the monetaryauthorities
in oil-consuming countries may adopt restrictive monetary policies which could slow
the economy’s growth. Additionally, if oil product prices rise, and consumers are unable
or unwilling to reduce oil product consumption, consumers may reduce expenditures on
other goods and services, again potentially slowing the rate of GDP growth. To validate
these observations, further investigations are needed such as extending the model to
include variables representing the use of oil substitutes, the monetary policy and the
consumption of manufactured products in oil consuming countries.

On other hand, relatively to SDR/$ exchange rate, in the short run, depreciation
in the dollar value, an increase in the variable SDR/$ exchange rate, affects positively
the oil price as expected. The invoice of oil importing-countries is then appreciated. In
the long run however, oil-importing nations develop strategies in order to reduce the
impact of dollar depreciation on the oil price and hence, on the inflation. Therefore, in
the long run, the variable exchange rate becomes insignificant after being significant in
the short run but with the positive expected sign.

Furthermore, since OPEC is the main player in the supply side, the OPEC
production policy is a determinant factor for the oil price level in the long run. The crude
oil market is then a-semi cartel equilibrium in the long run.
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To recapitulate:

o In the short run, the oil price responds to the world real GDP growth and
increases slowly. The oil sale return is then higher for oil exporting-countries.
Furthermore, since a depreciation in the $ value increases the oil price, exporter
countries preserve their profit level in weak dollar period.

« In the long run, the oil exporting-countries can make a real influence on the oil
price by their production level. Moreover, in the long run, the oil price is mainly
directed by the OPEC production policy.

« Oil exporting-countries are the winners of the oil supply and demand game in
the short, as well, as the long run.

Footnotes

(1)SDR: These rates are the official rates used by the IMF to conduct operations with member countries. The
rates are derived from the currency>s representative exchange rate, as reported by the issuing Central Bank.

(2) Kaufmann (1995) outlined a model for the world oil market that accounts for changes in the economic,
geological and political environment. This model is divided into three blocks: (a) demand; (b) supply; and
(c) real oil import price. In a new specification, Kaufmann et al. (2004 and 2007) placed much more em-
phasis on OPEC’s behavior, since it accounts for OPEC overproduction besides OPEC quota and capacity
utilization. Furthermore, the modified model outlines the impact of a new variable — the number of days of
forward consumption proxied by the ratio of OECD oil stocks to OECD oil demand.

(3) It is classified according to its grade and origin. The grade of oil is determined by its relative weight
gravity. The American Petroleum Institute (API) gravity is a specific gravity scale developed for measur-
ing the relative density of various petroleum liquids, sulphur content (sweet or sour) and viscosity (light,
intermediate or heavy). In terms of origin, oil is classified into <streams> which are then priced in relation
to a <benchmark> grade. One such benchmark oil stream is Brent Crude which comes from the Brent and
Ninian pipeline systems in the East Shetland Basin of the North Sea. Oil produced in Europe, Africa and
the Middle East tends to be priced off this benchmark. The other benchmarks are West Texas Intermediate
<WTI> for North American oil (a light, sweet crude); Dubai, a benchmark for Middle East oil flowing to
the Asia-Pacific region; Tapis from Malaysia, used as a reference for light Far East oil; and Minas, from
Indonesia which is used as reference for heavy Far East oil. There is also the OPEC basket which is a mix of
light and heavy crude and is therefore heavier than both Brent and WTL.

(4) International Monetary Fund, World Economic Outlook (2004)

(5) BP Statistical Review of World Energy (2004).

(6) Commitments to supply petroleum for a price and time period specified in advance.
(7) Spot market prices are for current delivery of physical oil.

(8) In the futures oil markets, a contract can be entered into at a known price to purchase oil in a given num-
ber of months, enabling the purchaser to lock in the future price of oil and eliminate price uncertainty. If the
price at the future date turns out to be higher than the futures contract price, the purchaser clearly benefits. If
it is lower, the purchaser would have been better off not having entered into the contract. A seller of oil par-
ticipates in the futures markets in the same way, with the impact of the difference between actual and futures
prices reversed. There are variants of this basic setup with varying degrees of sophistication and cost.



108 L. Ghalayini

(9) The total number of futures contracts, long or short in a delivery month or market that has been entered
into and not yet liquidated by an offsetting transaction or fulfilled by delivery. Also called open contracts or
open commitments.

(10) Haigh, et al. (2007) found similar results using a different framework, while Merino and Ortiz (2005)
suggested that speculation could have an impact on prices once the effect of inventories is taken out. Extend-
ing the analysis to include inventories, however, did not change the basic results.

(11) Generalized Autoregressive Conditional Heteroskedasticity (GARCH). GARCH model is consistent
with the volatility clustering often seen in financial returns data, when large changes in return are likely to
be followed by further large changes.

(12) This specification is often interpreted in a financial context, when an agent trader predicts this period>s
variance by forming a weighted average of a long—term average (the constant), the forecasted variance from
last period (the GARCH term: «), and information about volatility observed in the previous period (the
ARCH term: B). If the asset return is unexpectedly large in either the upward or the downward direction,
than the trader will increase the estimate of the variance for the next period.

(13) Dickey and Fuller (1981)

(14) Box-Jenkins found a way for building the appropriate model. Their procedure follows three steps: (a)
Identification of the model; (b) Estimation of the model; and (c) Diagnostic checking (validation).

<1 5) In this study, the total open interest is considered because as already mentioned, the distinction be-
tween commercial and non-commercial traders is increasingly blurred as non-commercial traders may
enter into swap arrangements in which commercial traders act as their agent.

<16> A rate increase means $ depreciation.

(17) Data of oil price and production are obtained from the Illinois Oil and Gas Association (IOGA), the
Exchange rate of US dollar per SDR from the IMF (International Monetary Fund) and also the world gross
domestic product and CPI from the same source. The open interest is obtained from the Commodity Future
Trading Commission (CFTC).

(18) Enders, 2004.

(19) A VEC model is a restricted VAR designed for use with non-stationary series that are known to be
co-integrated.

<20>AZ =a +nZ_ +MAZ +e, where Z (Pt Y, Q,X,S > is the endogenous variable matrix and n is the
number of variables. If r = n, all the variables are statlonary, then variables are considered in levels since
no spurious regression and no need to use the Error Correction model. In this case, the VAR model is used
to accomplish the regression. If r=0, there is no co-integration vector, the Error Correction model cannot
be used, but the VAR in difference. If r < n-1, there is co-integration vector. When r = n-1, the Johansen
procedure can be used.
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Appendix
Table A.1 Correlogram of the Oil Price Series

Sample: 1 3863

Included observations: 3863

Autocorrelation | Partial Correlation AC" PAC | Q-Stat | Prob
o % ok ke x [ o ¢ 3 kK 1 0.998 0.998 3850.1 0.000
[ % ok kK x | 2 0.996 0.050 7687.1 0.000
[ % ok ok kK x | 3 0.994 0.044 11512. 0.000
[ ¢ 3 ok ok K | 4 0.993 -0.011 15325. 0.000
[ % ok kK x | 5 0.991 -0.015 | 19125, 0.000
[ %k ok kK x | 6 0.989 0.030 22913. 0.000
[ ¢ 3 ok ok K | 7 0.988 -0.004 | 26690. 0.000
22222223 | 8 0.986 -0.008 30454, 0.000
[ 3k ok Kk | 9 0.984 0.011 34207. 0.000
[ ¢ 3 ok ok Kk | 10 0.983 0.015 37949. 0.000
22222223 | 11 0.981 0.014 41680. 0.000
[ ¢ kK kK | 12 0.980 -0.006 | 45399. 0.000
[ ¢ o ok ok kK | 13 0.978 -0.053 | 49107. 0.000
22222223 | 14 0.976 -0.020 52801. 0.000
[T | 15| 0974 | -0.005 | 56482. | 0.000
5 % kx| | 16 0.972 -0.019 | 60150. 0.000
[ I 17| 0.970 0002 | 63804. | 0.000
[T | 18| 0.968 0016 | 67446. | 0.000
5 % 5 x| | 19 0.967 0.020 71075. 0.000
[ I 20| 0965 | -0.008 | 74692. | 0.000
[ % %] | 21| 0963 | -0002 | 78297. | 0.000
5 o k5 x| | 22 0.961 -0.007 | 81889. 0.000
[ I 23| 0.960 0008 | 85468. | 0.000
[T | 24| 0958 | -0.023 | 89035 | 0.000
[ % % x| | 25 0.956 0.024 92590. 0.000
[ I 26| 0954 | 0032 | 96132. | 0.000
[ 3k 3k x| | 27 0.952 0.010 99661. 0.000
[ % % x| | 28 0.950 -0.014 | 103177 0.000
[ I 29| 0948 | —0.025 | 106679 | 0.000
[ %] | 30 | 0946 | -0.028 | 110166 | 0.000
[ % % kx| | 31 0.944 0.004 113640 0.000
%% %% % % | I 32| 0942 | -0.046 | 117098 | 0.000
o e %k x| | 33 0.940 -0.033 | 120539 0.000
[ 5 o %k x| | 34 0.937 0.010 | 123966 | 0.000
[T I 35| 0935 0015 | 127377 | 0.000
[ %k x| | 36 0.933 -0.010 | 130772 0.000
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Table A.2 Oil Price Model Estimation

Dependent Variable: D(P)
Method: Least Squares
Sample (adjusted): 3 3863
Included observations: 3861 after adjustments
Variable Coeflicient Std. Error t-Statistic ~ Prob.
C 0.017373 0.019922 0.872057 0.3832
D(P(-1)) ~0.045657 0.016083 -2.838898  0.0046
R-squared 0.022084 Mean dependent var 0.016628
Adjusted R-squared 0.001826 S.D. dependent var 1.238911
S.E. of regression 1.237780  Akaike info criterion -3.265034
Sum squared resid 5912.373 Schwarz criterion -3.568276
Log likelihood -6301.148  P-statistic 8.059344
Durbin-Watson stat 2.004166 Prob(F-statistic) 0.004551
Source: Author’s calculation
Table A.3 Test for Serial Correlation in the Residuals
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 2.671524 Probability 0.009411
ObsxR-squared 3.330137 Probability 0.009419
Test Equation:
Dependent Variable: RESID
Method: Least Squares
Presample missing value lagged residuals set to zero.
Variable Coefficient Std. Error t-Statistic Prob.
C -0.056314 0.129380 -0.435258 0.6634
D(P(-1)) 3.386355 7.693997 0.440130 0.6599
RESID<—1> -3.388376 7.693228 -0.440436 0.6596
RESID<72> 0.105993 0.351671 0.301399 0.7631
R-squared 0.002417 Mean dependent var -1.06E-17
Adjusted R-squared 0.001641 S.D. dependent var 1.237620
S.E. of regression 1.236604 Akaike info criterion -3.263651
Sum squared resid 5898.085 Schwarz criterion -3.270135
Log likelihood ~-6296.478 F-statistic 3.114350
Durbin-Watson stat 2.000167 Prob(F-statistic) 0.025176

Source: Author’s calculation
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Table A.4 Estimation of the ARCH Model

Sample (adjusted): 2 3863

Variance backcast: ON

Dependent Variable: DLOG(P)
Method: ML - ARCH (Marquardt) - Normal distribution

Included observations: 3862 after adjustments
Convergence achieved after 12 iterations

GARCH = C(2) + C(3)+«RESID(-1)A2 + C(4)«GARCH(-1)

Coeflicient Std. Error z-Statistic Prob.
C 0.000688 0.000337 2.040133 0.0413
Variance Equation
C 8.65E-06 1.62E-06 5.328880 0.0000
RESID<—1>/\2 0.053035 0.004408 12.03238 0.0000
GARCH(-1) 0.932891 0.006187 150.7912 0.0000
R-squared -0.000142 Mean dependent var 0.000390
Adjusted R-squared -0.000920 S.D. dependent var 0.024994
S.E. of regression 0.025005 Akaike info criterion -4.708430
Sum squared resid 2.412299 Schwarz criterion -4.701948
Log likelihood 9095.979 Durbin-Watson stat 2016771

Source: Author’s calculation”

Table A.5 Johansen Cointegration Test

Included observatio

Series: PY Q S X"
Series: PY Q S X"

Sample (adjusted): 3 53

ns: 51 after adjustments

Lags interval (in first differences): 1 to 1
Unrestricted Cointegration Rank Test (Trace)

Trend assumption: Linear deterministic trend (restricted)

Hypothesized Figenvalue Trace Hypothesized Figenvalue
No. of CE(s) 8 Statistic No. of CE(s) g
None 0.491471 90.11906 None * 0.491471
At most 1 0.453631 55.63114 At most 1 0.453631
At most 2 0.220991 24.80361 At most 2 0.220991
At most 3 0.145467 12.06727 At most 3 0.145467
At most 4 0.076341 4.050047 At most 4 0.076341

Trace test indicates 1 cointegrating eqn(s) at the 0.05 level
« denotes rejection of the hypothesis at the 0.05 level
«xMacKinnon-Haug-Michelis (1999) p-values

Source: Author’s calculation
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Table A.6 Vector Error Correction Estimation

Vector Error Correction Estimates

Sample (adjusted): 4 53

Included observations: 50 after adjustments
Standard errors in () & t-statistics in [ ]

Cointegrating Eq: CointEq1
P(-1) 1.000000
0.343209
Y(-1) (0.34733)
(0.98814)
6.264824
Ql-1) (2.45195)
(2.55504]
~0.187254
S(-1) (0.18068)
(-1.03638)
2.277338
X(-1) (1.33727)
(1.70298)
~0.067494
«TREND(1) (0.01053)
(-6.41120)
C ~124.3669
Error Correction: D(P) D(Y) D(Q) D(S) D(X)
~0.425784 | 0034796 | 0.000579 | -0.168256 | 0.034490
CointEq1 (0.08432) | (0.08620) | (0.00740) | (0.08917) | (0.01197)
(-5.04962) | [0.40366) | [0.07826) | (-1.88686) | (2.88101)
0030893 | -0.086953 | 0019917 | -0.293007 | -0.031276
D(P(-1)) (0.12238) | (0.12511) | (0.01074) | (0.12942) | (0.01737)
(0.25244) |[-0.69503] | [1.85496) | [-2.26403) | [-1.80011)
0.329185 | -0.036225| 0034586 | 0.064254 | 0.020479
D(P(-2)) (0.13922) | (0.14233) | (0.01222) | (0.14724) | (0.01977)
(2.36444) |(-0.25452) | (2.83135) | [0.43640) | [1.03604)
0.006631 | -0.140908 | -0.005019 | -0.363669 | -0.024947
D(Y(-1)) (0.18507) | (0.18920) | (0.01624) | (0.19572) | (0.02628)
(0.03583] |[-0.74474]| (-0.30912] | (-1.85807] | [-0.94944]
0.574039 |-0.243912| 0020443 | 0275659 | 0.007804
D(Y(-2)) (0.19320) | (0.19751) | (0.01695) | (0.20432) | (0.02743)
(2.97119] |[-1.23492]| [1.20598] | [1.34916] | [0.28452]
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Table A.6 continued ...

1.243717 | 0.892431 | 0067664 | 0.803991 | 0.190870
D(Q(-1)) (1.80900) | (1.84937)| (0.15872) | (1.91310) | (0.25683)
(0.68751) | (0.48256) | [0.42631) | [0.42025) | [0.74317)
2057053 | 0533687 | 0.002579 | 0.334808 | -0.060143
D(Q(-2)) (1.67496) | (1.71233)| (0.14696) | (1.77134) | (0.23780)
[1.22812) | [0.31167) | [0.01755) | [0.18901) | [-0.25291]
0.085256 | -0.080569 | -0.015059 | -0.162128 | 0.018463
D(S(-1)) (0.16418) | (0.16784) | (0.01440) | (0.17362) | (0.02331)
(0.51929) |[-0.48004) | (-1.04545) | [-0.93378) | [0.79212]
~0.192335 | 0.079164 | —0.042294 | -0.069541 | 0.007120
D(S(-2)) (0.14356) | (0.14676) | (0.01260) | (0.15182) | (0.02038)
(-1.33974]) | (0.53940) | [-3.35778) | (-0.45804] | (0.34931)
3.677654 | 0.354232 | -0.093062 | 1.331154 | -0.182009
D(X(-1)) (1.24806) | (1.27591)| (0.10950) | (1.31988) | (0.17719)
(2.94669) | [0.27763] | [-0.84985) | [1.00854] | (-1.02718]
1.882559 | 0.713199 | 0.005746 | 1.095911 | -0.285411
D(X(-2)) (1.20461) | (1.23149)| (0.10569) | (1.27392) | (0.17102)
(1.56280) | [0.57914) | [0.05436] | (0.86026) | [-1.66884)
~0.004688 | 0046352 | 0.002857 | 0054464 | —0.001420
C (0.02135) | (0.02182) | (0.00187) | (0.02258) | (0.00303)
(-0.21961) | [2.12384) | [1.52554) | [2.41242) | [-0.46866)
R-squared 0.506553 | 0.114012 | 0.446490 | 0.383390 | 0.384257
Adj. R-squared 0.363713 | -0.142458 | 0.286264 | 0.204898 | 0.206015
Sum sq. resids 0.441072 | 0.460976 | 0.003395 | 0.493296 | 0.008891
S.E. equation 0107737 | 0.110141 | 0009453 | 0.113936 | 0.015296
F-statistic 3.546295 | 0444543 | 2786618 | 2147938 | 2.155821
Log likelihood 47.31730 | 46.21386 | 168.9867 | 44.51978 | 144.9226
Akaike AIC -1.412692 | -1.368555 | -6.279467 | -1.300791 | -5.316903
Schwarz SC ~0.953807 | -0.909669 | ~5.820581 | -0.841906 | -4.858017
Mean dependent 0035103 | 0.032370 | 0.003334 | 0.039095 | -0.001116
S.D. dependent 0.135063 | 0.103045 | 0011189 | 0.127776 | 0.017166
Determinant resid covariance (dofadj.) | 2.17E-14
Determinant resid covariance 5.50E-15
Log likelihood 466.1176
Akaike information criterion -16.00470
Schwarz criterion -13.48083

Source: Author’s calculation






